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Preface

Over the last five years we have succeeded in establishing a significant activity in the field of Bio Process Engineering and by January 1st 2008 the English name of the department was changed to “Department of Chemical and Biochemical Engineering” – in Danish “DTU Kemiteknik”.

Since 2003 we have published a yearbook of our Graduate Schools. In this yearbook our newly matriculated graduate students present the background and the aims that motivate their studies while the graduate students matriculated for longer time present the progress and the status of their research projects. Readers of the yearbooks may thereby follow the progress of the individual graduate students and their studies.

2007 was a very productive year with more graduate students than ever before and the yearbook illustrates the broad spectrum of research activities performed by our graduate students within chemical and biochemical engineering disciplines: chemical kinetics and catalysis, process simulation and control, process integration and development, reaction engineering, thermodynamics and separation processes, oil and gas technology, combustion technology, enzyme technology, polymers science, aerosols physics, mathematical modeling, and quantitative product design.

It is with great pleasure that I present to you:

The Chemical and Biochemical Engineering Graduate Schools Yearbook 2007

Kim Dam-Johansen
Professor, Head of Department
Abstract
The purpose of this study is to develop a model-based methodology for integration of process design and control (IPDC) problems. The new methodology is organized in four hierarchical stages based on a decomposition of the general optimization problem. The objective of each stage is to define the search space and enumerate/test a set of promising (feasible) candidates. In each subsequent stage, the search space is reduced until in the final stage only a small number of candidates need to be evaluated. Therefore, while the problem complexity increases with every subsequent stage, the dimension and size of the problem is reduced. The proposed methodology does not have difficulties in handling complex problem formulations with large number of variables and constraints, and its applicability is highlighted in relevant case studies.

Introduction
Traditionally, chemical process design and process control are two separate engineering problems that are performed independently, with little or no feedback between each other. Figure 1 shows a schematic representation of the two problems. That is, first the process is designed to achieve an optimum objective based on a fully specified nominal case. Only after the process has been designed the operability aspects are taken into account. These might include the control system design and the safety, reliability and the flexibility of the design. Chemical processes therefore tend to be highly constrained with few degrees of freedom left for process control purposes. This conventional sequential-forward approach has some inherent limitations such as dynamic constraint violations, process overdesign or under performance and does not guarantee robust performance [1]. In practice, process design is often tackled by chemical and process engineers, while process control is often done by control and instrumentation engineers.

To overcome the limitations encompassed by the conventional approach, a simultaneous approach for exploiting interactions between process design and process control that will include the process design variables as optimization variables whilst, at the same time, optimizing the controller tuning parameters, is needed. The potential economic benefits of such a simultaneous approach are also investigated.

Figure 1: Conventional solution approach for process design and control problems.
Process Design

Discrete Decisions (e.g. structural decisions: connectivity)
Continues Decisions (e.g. operating conditions)

Controlled process that meets desired performances

Optimum process that meets desired performances

Process Control

Discrete Decisions (e.g. control configuration, control type)
Continuous Decisions (e.g. setpoints, control tuning parameters)

Figure 2: New approach for simultaneous solution of process design and control problems.

One important question needs to be answered here. Can we optimize the design and control decisions simultaneously to maximize the overall process performance in the presence of the operational and model uncertainty? Or, can chemical and process engineers sit down together with control and instrumentation engineers to make simultaneous decisions to guarantee robust performance of the new processes?

The challenges of the integration of process design and control (IPDC) were clearly identified and discussed by several group of researchers [2].

The subsequent section will explain the objective of the entire study. A new problem formulation based on decomposition methodology will be presented in Methodology section. Conceptual Validation section will highlight the applicability of the proposed methodology in solving simple optimization problem. This article closes with conclusions and suggestion for future work.

Specific Objective
The aim of this study is to develop a systematic model-based methodology that is capable of exploiting the interactions between process design and process control without having difficulties in handling complex problem formulations with large number of variables and constraints.

In general, the solution of this IPDC problem will require the determination of:

- the optimal process design, in terms of structural decisions and connectivity (discrete decisions), and the operating parameters/conditions such as reactor volume, column length, etc. (continuous decisions); and
- the optimal control scheme design, in terms of the control configuration, control type, etc. (discrete decisions), and the tuning parameters for the given control structure (continuous decisions).

Methodology
Figure 3 shows an overview of the new IPDC methodology. The new methodology is organized in four hierarchical stages based on a decomposition of the general IPDC problem into four subproblems: (1) pre-analysis stage, (2) steady-state analysis stage, (3) dynamic analysis stage, and (4) evaluation stage. The objective of each stage is to define the search space and enumerate (and/or generate) a set of promising candidates. In each subsequent stage, the search space is reduced until in the final stage only a small number of candidates need to be evaluated. Therefore, while the problem complexity increases with every subsequent stage, the dimension and size of the problem is reduced.

Figure 3: Overview of the new IPDC methodology.
Problem formulation

The general IPDC problem is treated as a mixed-integer dynamic optimization (MIDO) problem where control-related dynamic properties are considered simultaneously with ESSE Index, which is an index of performance that may include weight on the Economic, and/or Sustainability, and/or Safety, and/or Environmental Impact on the plant in order to design a cost effective, sustainable, and highly controllable process. It can be conceptually posed as follows:

Minimize \( ESSE \) Index which may include weight on the Economic, and/or Sustainability, and/or Safety, and/or Environmental Impact on the plant


where \( x \) is the vector of state variables, \( u \) the vector of control variables, \( \Theta \) the vector of disturbances, and \( d \) is the vector of design variables. Superscripts \( d \) and \( s \) denote dynamic and steady-state of relevant variables, respectively.

In the objective function (Eq. 1), \( \Phi \), represents the ESSE Index which may include weight on the Economic, and/or Sustainability, and/or Safety, and/or Environmental Impact on the plant related to dynamic properties. The system dynamics is described by a set of differential equations given in Eq. 2. Eqs. 3 - 4 are, respectively, the dynamic bounds on system and control variables. In Eqs. 5 - 6, signify possible dynamic equality and inequality constraints, respectively.

The steady-state system is described by the function given in Eq. 7. The steady-state bounds on system and control variables are represented in Eqs. 8 - 9, respectively. In Eqs. 10 - 11, the possible steady-state equality and inequality constraints are expressed, respectively.

In Eq. 12, plantwide control structure selection is considered using binary numbers. \( NC \) represents the total number of possible plantwide control structure from controller superstructure.

The IPDC problem, which is combinatorial in nature, can be solved in many ways, but finding the optimal solution strategy is very important, especially when the constraints representing the process models are nonlinear or their number is large thereby causing difficulties in convergence and computational efficiency. Due to the large number of constraints involved, the feasible region can be very small compared to the search space. All of the feasible solutions to the problem may lie in that relatively small portion of the search space. The ability to solve such problems depends on the ability to identify and avoid the infeasible portion of the search space. One way to this is by decomposing the problem into subproblems, which are relatively easy to solve.

In Figure 4, we present a decomposition methodology of general IPDC problems into subproblems that correspond to their subsequent stages of the new model-based IPDC methodology. In this way, the solution of the decomposed set of subproblems is equivalent to that of the original general IPDC problem. The advantage is a more flexible solution approach together with relatively easy to solve subproblems and a solvable final optimization subproblem no matter how complex the problem formulations are.

Conceptual Validation

The solution through the proposed decomposition methodology is illustrated with the help of an analytical example. The objective here is to highlight the applicability of the decomposed methodology to solve a simple optimization problem. This is illustrated through a small MINLP problem [3], which is solved through the decomposition approach.

\[
\begin{align*}
& \text{Minimize } 2x_1 + 3x_2 + 1.5y_1 + 2y_2 - 0.5y_3 \\
& \text{subject to } \\
& \quad x_1^2 + y_1 - 4.25 = 0 \\
& \quad x_1^2 + 1.5y_1 - 8 = 0 \\
& \quad x_1y_1 - 4.6 \leq 0 \\
& \quad 1.33x_1 + y_1 - 8 \leq 0 \\
& \quad x_1, x_2 \geq 0 \\
& \quad y_1, y_2, y_3 = \{0, 1\}
\end{align*}
\]
The above MINLP problem is decomposed using the proposed decomposition methodology as shown in the Figure 5. Since this is an MINLP problem, then it is only decomposed into 3 stages where the Stage 3 of dynamic analysis is skipped since there are no dynamic constraints involved.

The MINLP problem is reduced to an NLP problem for each set of candidates selected from Stage 2. For the selected feasible solutions, the NLP problems are solved using ICAS MoT, and the solution having the minimum objective function value is the optimal solution for the MINLP problem. The solutions are given in Table 1. The smallest objective function value is 7.9311, corresponding to (1,1,1). Therefore, the optimal solution for the MINLP problem using decomposed methodology, which could also have been obtained by other method in [3], is

\[
(y_1,y_2,y_3,x_1,x_2,f_{obj})=(1,1,1,0.5000,1.3103,7.9311)
\]

### Table 1: Solution of NLP Problems

<table>
<thead>
<tr>
<th>candidate</th>
<th>(x_1)</th>
<th>(x_2)</th>
<th>(f_{obj})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1,1)</td>
<td>0.5000</td>
<td>1.3103</td>
<td>7.9311</td>
</tr>
<tr>
<td>(1,1,0)</td>
<td>0.5000</td>
<td>1.3103</td>
<td>8.4311</td>
</tr>
</tbody>
</table>

**Conclusions and Future Work**

This article presents a new model-based methodology for solving simultaneous process design and process control problems. The methodology is organized in four hierarchical stages based on a decomposition of the general optimization problem into four sub-problems: (1) pre-analysis stage, (2) steady-state analysis stage, (3) dynamic analysis stage, and (4) evaluation stage. The objective of each stage is to define the search space and enumerate (and/or generate) a set of promising candidates. In each subsequent stage, the search space is reduced until in the final stage only a small number of candidates need to be evaluated. Therefore, while the problem complexity increases with every subsequent stage, the dimension and size of the problem is reduced. The applicability of this methodology was highlighted through a simple conceptual example. The result shows that the new methodology is able to find the same solution reported by others. Current and future work is involved with the further development of IPDC and illustrate its application through case studies involving reactor-separator-recycle systems.
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Enzymatic Opening of Diferulate Cross Linking in Plant Cell Walls

Abstract
Cereal residues such as e.g. wheat bran, brewers spent grain and corn fiber are rich in arabinoxylan and pose an important resource for the manufacturing of bioactive food ingredients and as raw material for bioethanol production. However, an improved utilization of these residues is highly dependent on efficient enzymatic hydrolysis. The hydrolysis is currently limited for some types of hemicellulose possibly due to the presence of diferulic acid cross linking in the primary cell wall structure. These cross linkings are believed to present a physical/chemical barrier preventing complete enzymatic hydrolysis of the polymers. The aim of this project is to open up diferulate cross linking of polysaccharides via enzymatic hydrolysis. Furthermore, it is the aim to obtain new knowledge regarding the occurrence and influence of diferulates on solubility and enzyme accessibility in plant cell walls.

Introduction
Cereal by-products from e.g. wheat, barley and corn are renewable resources with a potential of being an inexpensive raw material for production of bioethanol or bioactive food components. They are rich in non-starch structural polysaccharides with arabinoxylan being the major hemicellulose compound [1]. However, currently the utilization of these polysaccharides is limited due to inefficient conversion processes and enzymes pose a realistic opportunity for better exploitation. Polymers of arabinoxylan are known to be cross linked in certain plant cell wall materials with dehydrodimers of ferulic acid [1]. These cross linkings present a barrier currently preventing complete enzymatic hydrolysis of the polymers. Esterification of ferulic acid at 0-5-arabinofuranosyl moiety in arabinoxylan can cross link to form dehydrodimers with adjacent polymers and form rigid structures [2]. The extent of ferulic acid dimerization along with the degree of substitution with arabinose, glucuronic acid, acetic acid and monomeric ferulic acid are factors determining the solubility and the enzymatic accessibility of the polymer. Besides cross linking the arabinoxylan polymers, the dehydrodimers of ferulic acid are also believed to cross link to other polymeric structures in the cell wall, for instance lignin and structural proteins.

Figure 1: Schematic sketch of arabinoxylan cross linked by dehydrodimers of ferulic acid. The positional substitutions of arabinose are at this point uncertain.

Specific objectives
The project is based upon three major hypotheses, namely that the presence of diferulate cross linking in
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the plant cell walls represents a physical/chemical barrier for enzymatic hydrolysis of the structural carbohydrates and in particular the arabinoxylan. Secondly it is believed that identification of enzymes and design of proper reaction conditions will accelerate the efficiency of the enzymatic opening of the cell wall matrix and thereby boost the degradation of structural polysaccharides. Finally, with such a process it will be possible to upgrade non-valuable cereal by-product streams to raw materials for biofuel production or for bioactive components in the food industry.

Results and discussion

Corn fiber is a cereal by-product with large industrial importance, because it is a by-product from the corn based starch production in the United States. It mainly consists of the pericarp cell wall of the corn kernel and the major chemical composition was investigated by acidic and alkaline hydrolysis and analysed by HPAEC and RP-HPLC methods.

Table 1: Monosaccharide composition of corn fiber (mg/g DM). Average of three samples ± standard deviation.

<table>
<thead>
<tr>
<th>Component</th>
<th>Concentration (mg/g DM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glucose</td>
<td>393 ± 13</td>
</tr>
<tr>
<td>Galactose</td>
<td>46.7 ± 3.2</td>
</tr>
<tr>
<td>Xylose</td>
<td>233 ± 21</td>
</tr>
<tr>
<td>Arabinose</td>
<td>158 ± 10</td>
</tr>
</tbody>
</table>

Table 2: Chemical composition of corn fiber (mg/g DM). Average of three samples ± standard deviation.

<table>
<thead>
<tr>
<th>Component</th>
<th>Concentration (mg/g DM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ash</td>
<td>7.91 ± 0.3</td>
</tr>
<tr>
<td>Polysaccharides</td>
<td>831</td>
</tr>
<tr>
<td>Protein</td>
<td>89.9 ± 17</td>
</tr>
<tr>
<td>Lignin</td>
<td>76.6 ± 2.7</td>
</tr>
<tr>
<td>Acetic acid</td>
<td>42.4 ± 3.2</td>
</tr>
<tr>
<td>Total phenolics</td>
<td>32.5</td>
</tr>
<tr>
<td>Ferulic acid</td>
<td>16.3 ± 0.2</td>
</tr>
<tr>
<td>Diferulic acid</td>
<td>14.6 ± 0.3</td>
</tr>
<tr>
<td>p-coumatic acid</td>
<td>1.63 ± 0.0</td>
</tr>
<tr>
<td>Total</td>
<td>1080</td>
</tr>
</tbody>
</table>

The content and composition of monosaccharides in corn fiber (Table 1) show that glucose is the major component. Glucose will mainly originate from starch and cellulose and starch determination (HCl hydrolysis) showed that the starch can be quantified to approx. 23% of the total dry matter (data not shown). The starch is most likely residual starch from the endosperm loosely attach to the cell wall surfaces and not an integrated part of the cell wall matrix. Accounting for this amount of starch the cellulose content can be estimated to 16%. The content of xylose, arabinose and galactose will represent the hemicellulosic polysaccharides with arabinoxylan as the major specimen. Using conventional assumptions the total amount of arabinoxylan can be estimated to 36% on a dry matter basis. Looking into other cell wall components (Table 2) protein and lignin comprises approx. 9% and 7.6% respectively, identifying a relatively complex cell wall matrix. The presence of phenolic compounds other than lignin summarises to approx. 3% of the total dry matter, of which the diferulic acids constitutes 45%. Assuming equal distribution of the diferulic acids on the arabinoxylan polymer every 25 arabinosyl-moiety of the arabinoxylan chain will be substituted with a dehydrodimer of ferulic acid. Furthermore, every 22 arabinosyl-moiety will be substituted with the monomeric ferulic acid. Analysis has revealed that the diferulic acids are mainly composed of the 8,5'-benz, 8- O-4’, 5,5’ and 8,5’ form of the dehydrodimers, which is also consistent with previous findings [4]. p-coumaric acid is only found in minor amounts.

Conclusion

The polysaccharide composition of corn fiber reveals a large potential for use as a raw material for biofuel production or functional food ingredients due to a high content of residual starch, cellulose and a high content of arabinoxylan. However, the high degree of substitution especially with diferulic acids within the hemicellulose polymers complicates the chemical structure of the cell wall matrix and will most likely limit an efficient enzymatic hydrolysis. The presence of several types of compounds in the cell wall will add to the necessity of performing hydrolysis with a complex set of enzyme activities, which again will complicate the reaction condition optimization. However, the identification of key enzyme activities might expose the cell wall structure to already known and optimized enzymes and thereby create the basis for complete or controlled hydrolysis.

Acknowledgements

This project is co-financed by FOOD graduate school, Novozymes A/S and DTU. A special thanks to Novozymes A/S for providing substrate and comparable data.

References


List of publications

No publications yet
Abstract
The project aims at designing continuous membrane microbioreactors for the development of integrated pectin modification and separation processes. This microbioreactor should encompass the requirements to perform a continuous enzymatic reaction with simultaneous product separation and integration of optical sensors for on-line monitoring of relevant process parameters. The project is linked to a new strategic research effort on enzymatic modification of pectins for producing pre-biotics initiated at the Department of Chemical Engineering at DTU.

Introduction
Pectin is a complex carbohydrate (heterosaccharide) mostly found in primary cell walls and intercellular regions of higher plants. Pectic substances are abundant in agro-industrial waste streams from sugar and potato starch production. At present, these low-value waste streams are dumped at large expense. Agro-industries are highly interested in converting these low-value waste streams into useful high-value products [1,2]. This conversion can be done by breaking down the pectin substance into oligosaccharides through the hydrolysis reaction catalyzed by combined action of pectinolytic enzymes, namely the pectimethylesterase (PME) and polygalacturonase (PG). Enzymatic depolymerization of pectin to oligosaccharides is a very promising process. However; like any other enzymatic reaction, there is an abundance of factors dictating its reaction and kinetics. These include control of multiple enzymes action, broad molecular weight of oligomers product, low solubility of substrate, end-product inhibition and a highly viscous reaction mixture [2 - 4].

Presently, the concept of microbioreactors to accommodate specific enzymatic reactions has been successfully demonstrated. However, most of the currently existing micro-scale systems for studying enzyme reactions are systems where the enzyme is immobilized [5-6]. Despite of its advantages in enzyme reutilization and elimination of enzyme recovery processes (recycle stream channel), this system is not suitable for the enzymatic depolymerization of pectin to oligosaccharides. This is due to the presence of multiple enzymes (PME and PG) and end-product inhibition. Under these circumstances, a free-cell system (stirred tank reactor) is most favorable. Microbioreactors (free-cell system) with a working volume ranging from milliliters down to nanoliters in different operating modes (batch, fed-batch and continuous operation) have been established. These microbioreactors are integrated with optical sensors for on-line monitoring of relevant process parameters (OD, DO, pH) [7,8]. Nevertheless, currently existing microbioreactors were mainly designed to facilitate the fermentation processes of bacterial and animal culture strains. The development of micro-systems for high throughput enzymatic reactions and on site production of expensive bioproducts at the point of demand is an on-going research activity. At this stage, a feasible continuous membrane microbioreactor for pectin modification processes has yet to be established. Therefore, development of a novel continuous membrane microbioreactor for pectin modification and separation processes will be a strong motivation and driving force of this research work.

Motivation
When evaluating new enzymes for novel enzyme-catalysed production processes, the costs and availability of the enzymes are often a limit, as the production of limited quantities of new enzymes is costly. In this respect, microbioreactors offer a number of cost-reducing advantages for assessing enzymatic processes (particularly screening of new enzymes). First, the microreactors operate with very small volumes, even when operated as a chemostat as
envisaged in this project, thus offering significant cost reduction for assays with expensive substrates (e.g. labeled substrates) or expensive enzymes. Second, by adapting technologies from polymeric biomems, microbioreactors can be made disposable to minimise reactor preparation efforts. Third, and maybe most important, due to the small size, the microbioreactors can mimic in a controlled fashion a wide range of environmental conditions, which can be related to conditions in full-scale bioprocesses. Moreover, the microbioreactors can be scaled out to platforms of multiple reactors, thus greatly increasing throughput for elucidating enzyme behaviour under various relevant bioprocessing conditions. [7,8].

Objectives
The first project goal is the establishment of continuous membrane microbioreactors for the systematic experimental evaluation of enzyme-catalysed production processes under precisely defined environmental conditions. Successful application of continuous membrane bioreactors for studying the enzymatic modification of polygalacturonic acid has been reported [3,4], which explains the selection of this reactor type in this project. The selection of the microscale for performing experiments is a direct consequence of the advantages offered by these systems as previously mentioned.

In a first project phase concepts for pH control need to be developed further to allow tight pH control of the microbioreactor contents during enzymatic reactions. The pH measurement can be achieved using an optical method [7,8]. For pH control, the addition of ammonia and carbon dioxide in a carrier gas stream will be investigated.

In a second phase of the project the continuous microbioreactor will be combined with an ultrafiltration membrane that is permeable for the targeted oligosaccharide products, thus establishing a continuous membrane microbioreactor. Besides allowing separation of target oligosaccharide products from the reaction mixture, the membrane also has the advantage of retaining the enzyme, thus leading to reduced operating costs when results obtained at the micro-scale are extrapolated to a full-scale process. Establishing a suitable separation method is a crucial issue in the search for efficient production processes.

In the third phase of the project, the focus will shift from microbioreactor technology development to demonstrating the usefulness of the microbioreactors for investigation of enzymatic processes. First, optimal process conditions (pH, T, retention time, molecular weight cut-off of membranes) for the production of oligosaccharides will be targeted. Once these optimal process conditions are established, the remaining part of the project will aim at unraveling the kinetics of the conversion of pectins to oligosaccharides. The latter will be possible by performing experiments under well-controlled conditions in the continuous membrane microbioreactors.

Work Done
In the first 5 months, techniques for design and fabrication of the microsystems were practiced (3D drawings in SolidWorks, micromilling machine). The first prototype of the micro Ultrafiltration (UF) unit was designed and fabricated. This micro UF unit includes a micro flow valve at the outlet of the flow channel. This micro flow valve is used to regulate the flow rate in the micro UF unit in such a way that a sufficiently large trans-membrane pressure for the separation process can be created. The micro UF unit is illustrated in Figure 1.

Figure 1. The micro Ultrafiltration (UF) unit

Next Steps
The next step of this research work will be on the establishment of a Labview based measurement (e.g. pH and pressure) and control system for the micro unit. Focus will also be directed to the development of the pH control concept for the micro system. Moreover, optical measurement techniques such as Raman spectroscopy will also be investigated and integrated into the micro system, if successful measurements with this measurement technique can be demonstrated. Once this is established, the first continuous membrane microbioreactor prototype will be designed and fabricated in accordance to the requirements for the pectin modification and separation processes.
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Abstract
The project concerns development and validation of CFD models that can predict mixing as well as chemical reactions in combustion processes. The primary focus of the project is on NO formation and destruction in the freeboard of grate fired boilers. Therefore a model reactor setup has been constructed, that can reproduce the conditions present in the freeboard of grate fired boilers.

Introduction
Computational Fluid Dynamics (CFD) is a powerful tool to predict mixing and fluid motion, and it have gained increasing popularity in design and trouble shooting industrial combustion installations. It is however challenging to include detailed kinetic models in CFD codes.

The focus of this project is to combine knowledge of detailed kinetic mechanisms with the prediction of mixing and local combustion stoichiometry that commercial CFD codes can provide.

In particular the project focuses on modeling the formation and destruction of NO in the freeboard section of grate fired boilers. For this purpose a bench scale freeboard combustion chamber has been designed and constructed, that will make it possible to provide well controlled and detailed measurements for validation of a CFD freeboard model. At present only limited well controlled measuring data on combustion in non swirled flames that can be used as CFD validation is available in the literature.

Validation of CFD models is essential if the modeling approach is to be the basis of research and design work. The initial objective of this project is therefore to supply reliable and relevant test data for modeling the mixing and gas phase reactions taking place in the freeboard section of grate fired boilers.

Specific objective
The overall objectives of this PhD study are:
• To provide detailed validation data for CFD models.
• To develop and verify a CFD based model of freeboard processes in grate fired boilers.
• To implement and verify a chemical kinetic model of the formation and destruction of NO in a CFD model.

Experimental setup
An experimental setup has been constructed to investigate the detailed chemical reactions taking place in the freeboard section of a grate fired power plant. The setup is designed so that the flue gas from a substoichiometric natural gas flame is mixed with additional natural gas. This gas mixture is supposed to simulate the pyrolysis and primary combustion gasses emerging from a straw layer at grate firing conditions. The combustion gasses are led through a flow straightener, which can be thought of as the surface of the bed layer, and into the freeboard section, where secondary gas is added to complete the combustion process.

The setup is an almost 3 meter long cylindrical construction that consists of two major sections; a 1st stage and a freeboard section, the diameter in the freeboard section is 49 cm. (see figure 1). Several ports give entrance to the reactor and thereby make it possible to perform temperature measurements and gas sampling at many different positions, as well as visual access is possible for optical measurements. Ammonia addition to the reactor is done to simulate fuel nitrogen – a major precursor to NOx [1].
Complete mapping of the freeboard combustion chamber is being done for important parameters:

- Temperature – Shielded thermocouples provide detailed temperature mapping in the freeboard chamber.
- Velocity – Laser Doppler Anemometry (LDA) measurements provide gas velocity measurements, using a non-intruding particle tracer technique.

Gas species concentrations - Extractive gas analysis using water cooled probes makes it possible to detect and quantify numerous gas phase (for instance $O_2$, $CO$, $CO_2$, NO and NOx by means of standard analyzing techniques.

Experimental Results

Extractive gas analysis was done using a water-cooled probe to quench the sample gas before leading it to the gas analyzers. The measurements were made by inserting the probe into various openings at port 10 and traversing, which results in 216 individual measurement positions covered. Measurement data in a point was collected after approximately 5 minutes of steady gas concentration measurement. In general the standard deviation on species $O_2$, $CO_2$ and NO/NOx is very low but the CO measurement could fluctuate several hundred ppm. Figure 3 shows a contour map of the $O_2$ concentration in the freeboard area. It gives a good impression of how the secondary air enters and is consumed. Unfortunately there is a leak near the left wall, where high $O_2$ concentrations are detected. For security reasons the setup runs at sub pressure and a leak means that air is sucked into the reactor.

The leak detected by the $O_2$ measurements does not seem to influence the flame structure based on the CO contours in Figure 4. It has been a challenging task to obtain a symmetric flame zone in the freeboard area, but based on the CO measurements this seems to have been obtained now.
A parameter that is influenced dramatically by the air leak is the NO concentration, which is displayed in Figure 5. NO is formed through oxidation of the ammonia added to the secondary gas stream (see Figure 1). The NO formation process from ammonia, is highly relevant since ammonia is the main intermediate N-compound formed during pyrolysis of solid fuels [1]. But the product from ammonia oxidation is very dependent on local conditions such as oxygen concentration and temperature. At the wrong conditions ammonia will react to form NO as shown in the global reaction (1).

(1) \[ 2 \text{NH}_3 + 2\frac{1}{2} \text{O}_2 \rightarrow 2 \text{NO} + 3 \text{H}_2\text{O} \]

However ammonia is also used as a deNOx agent during Selective Non-Catalytic Reduction (SNCR) of NO from flue gases. This is done by adding ammonia at conditions (~950°C) that favors the reaction of NH$_3$ and NO to yield N$_2$ and H$_2$O. Figure 5 illustrates how the formation of NO is highly affected by the leak and thereby locally increased O$_2$ concentrations. When using the data from Figures 3-5 it will be necessary to discard the left side data set due to the leaking, and use the right side for model validation. Fortunately the CO contours confirm that the left side data is not affected by the leak.
Another parameter that is being mapped in the experimental facility is the axial velocity in the reactor as displayed in figure 6. The velocity measurements reveal a flow pattern dominated by the secondary air jets entering with high velocity in the first optical measurement plane and slowly dissipating to a developed parabolic flow. The velocity measurements also reveal recirculation zones in the top corners all features that must be captured with a CFD model.

**CFD modeling approach**

What a CFD model basically does is to predict the flow of fluid and heat in a computational domain. This is done by solving the governing transport equations, the equation of continuity, momentum and Energy respectively:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + (\nabla \cdot \mathbf{v}) &= 0 \\
\frac{\partial \rho \mathbf{v}}{\partial t} - \nabla \cdot \left( \rho \mathbf{v} \mathbf{v} \right) - \nabla p + \nabla \tau &= \frac{\partial}{\partial t} (\rho E) + \nabla \cdot \left( \rho \mathbf{v} (\rho E + p) \right) \\
\frac{\partial}{\partial t} (k_{ef} \nabla T) + \nabla \cdot (h_j F_j) + (\tau \cdot \mathbf{v}) &= S_h
\end{align*}
\]

The CFD code will then discretize, linearize and solve the governing transport equations including submodel input from radiation, turbulence and chemical reaction-turbulence interaction submodels.

For this project CFD modeling can be carried out in two steps, one that describes the general combustion based on a simplified reaction scheme – for instance the global reaction scheme from Jones and Lindstedt [3]:

\[
\begin{align*}
(5) \quad & H_2 + \frac{1}{2}O_2 \leftrightarrow H_2O \\
(6) \quad & CO + H_2O \leftrightarrow CO_2 + H_2 \\
(7) \quad & CH_4 + H_2O \leftrightarrow CO + 3H_2 \\
(8) \quad & CH_4 + O_2 \rightarrow CO + 2H_2
\end{align*}
\]

The second step will take into consideration the advanced kinetic aspects of NO formation. These two steps can either be coupled directly (which will be computationally expensive), or post-processing the NO chemistry is possible, by assuming that the NO processes does not affect the global combustion or flow parameters significantly. This reasonable assumption makes post-process a detailed NO mechanism on an already validated general temperature and flow field a good option. Different approaches on how to model the combustion and NO formation processes will be compared in the future.

**Conclusions and future work**

Extensive experimental work has been performed in mapping local concentrations and velocity field in an experimental setup simulating the freeboard conditions of a grate fired boiler. In the future the work will be expanded to include reliable temperature measurements performed using a suction pyrometer to exclude radiation effects. Furthermore the reactor wall temperatures will be measured using a IR pyrometer and hopefully NH$_3$ concentration will be measured as well. The modeling work performed will consist of testing different turbulent interaction models with more less elaborate chemical kinetic models in order to find the most accurate approach to predict NO formation, but also to find the optimal way of locating computational resources when doing CFD analysis of combustion systems.
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Reactor Design for Enzymatic Degradation of Cellulose from Pre-Treated Wheat Straw

Abstract
Large-scale application of enzymatic hydrolysis of ligno-cellulose is limited by lack of an effective reactor for the complex heterogeneous reaction and high cost of cellulases, due to their inefficient action on this substrate and loss of activity. One of the main problems related to reactor design is in inefficient mixing of highly viscous reaction mixture, while the activity of enzymes is lost due to the product inhibition, un-productive adsorption to lignin, temperature de-activation, etc.

Introduction
Ethanol produced from biomass is emerging as a promising transportation fuel, which can be used as an alternative to the fossil gasoline. Ethanol produced from any kind of biomass is termed as "bio-ethanol".

Bio-ethanol is today the world’s most widely used transport bio-fuel, accounting for around 90% of total consumption, and it has a central place in a new EU target for total share of bio-fuels (25%) by year 2030. Furthermore, in the USA the bio-ethanol is one of the main bio-fuels, and the research focusing on further improving the technology for bio-fuels production will according to several speeches of US President Bush be intensified.

Production of ethanol from primary biomass, i.e. starch, which can be used as a food or feed, is a well established and known technology. However, this technology is significantly limited by the high price of this kind of biomass.

An alternative feed stock to produce ethanol is ligno-cellulose which has low or no value as food (Figure 1). Ligno-cellulosic biomass includes a variety of relatively cheap agricultural or forestry residues, dedicated crops and different kinds of waste, such as wheat straw, corn stover, wood chips, etc.

Ligno-cellulose is a generic term describing the main constituents in most of the plants, namely cellulose, hemi-cellulose and lignin. In the ligno-cellulose, cellulose chains are aggregated together into elementary fibrils of crystalline structures, as it is in the cell wall of different kind of biomass. In the biomass, bunches of elementary fibrils are embedded in a matrix of hemi-cellulose with a thickness of 7-30nm, while lignin is located primarily on the exterior of such formed micro-fibril. The compounding of ligno-cellulose is almost perfect: linear cellulose chains contributing to tensile strength, while hydrophobic amorphous lignin brings chemical resistance and protection against water.

One of the possible process layouts for bio-ethanol production is shown on Figure 1.
Upon transport to the site of production, biomass is handled using various mechanical operations (separation from dirt and stones, cutting, shredding, milling, conveying, etc.) to facilitate satisfactory heat and mass transfer in the subsequent steps. In the pretreatment, biomass is usually submitted to high temperature and/or use of chemical agents, in order to open the ligno-cellulosic structure and make cellulose and hemi-cellulose susceptible to the following hydrolysis step. In hydrolysis, cellulose and hemi-cellulose are converted to monosaccharide sugars using enzymes or different acids, while in fermentation these sugars are converted by microorganisms to ethanol which will be present in a mixture with water, other fermentation products and residual biomass etc. Ethanol can be further purified using stripping, distillation or pervaporation to obtain fuel grade.

Besides of ethanol, a variety of co-products are formed – some of these of value as animal feed or as fuels in thermal processes for heat and electricity production.

**Enzymatic degradation of cellulose from ligno-cellulosic biomass**

Sugars for fermentation to bio-ethanol can be produced from ligno-cellulose by using concentrated acid, dilute acid or enzymes.

The relatively recent process of enzymatic hydrolysis of cellulose seems to be the most promising method. Enzymatic hydrolysis is performed at mild conditions (40-50°C, pH 4-5) and utility costs are lower than in acid hydrolysis. Furthermore, since the enzymes are catalysts that catalyze very specific reactions, minimum of the degradation products are formed as well as no corrosion problems are associated with this reaction. It is stated that enzymes have advantage in that they are naturally occurring compounds which are biodegradable and environmentally benign.

However, the use of cellulose degrading enzymes (cellulases) for the hydrolysis of pre-treated ligno-cellulosic biomass is a promising, but also a very difficult task. Bio-ethanol production from ligno-cellulose has not yet been demonstrated on a commercial scale, due to technical and economical obstacles. A key element underlying bio-ethanol processing cost reductions is improvement in the pretreatment and enzymatic hydrolysis technology.

The large-scale application of enzymatic hydrolysis has in general been limited by lack of an effective reactor for the complex bio-catalysis, due to: a) the problems with the inefficient stirring of the highly viscous and heterogeneous feed mixture (pre-treated biomass and enzymes), b) ligno-cellulose structure (fibrous, porous, water retaining, partially crystalline and resistant to enzymes), c) enzymes de-activation (by heavy product inhibition, un-productive adsorption to lignin or shear stress) d) slow reaction rate.

On the other side, due to the overall economy of the process, it is desired to operate the process with high dry matter contents (DM%, high cellulose content), which posses a significant challenge due to the problematic mixing and pronounced product inhibition.

**Specific Objectives**

The main objective of this PhD work is to investigate the enzymatic hydrolysis of the pre-treated wheat straw and to develop an improved reactor concept for a more efficient cellulose conversion utilizing enzymes.

The specific aim of this phase of the project is to quantify the glucose product inhibition during enzymatic degradation of pre-treated wheat straw, at glucose levels corresponding to high dry matter contents.
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Wine and Berry Fruit Juice with Improved Health Potential

Abstract
Fruits skins contribute a main part of produced fruits pomaces which are a rich source of phenolics phytochemicals compounds. Knowledge about fruits skins composition is needed to understand how phenolics phytochemicals are locked inside skin cell wall polysaccharides matrix. Such detailed compositional knowledge is a key issue to upgrades the press residues wine making or valorise the fruit skin for phenolics phytochemicals production as functional food additive. The overall objective is to provide more detailed knowledge on the use of enzymes in pre-press treatments of fruits used in juices and wines processing. This knowledge will be used to improve the release of the phenolics phytochemicals having potential health benefits.

Introduction:
It has been amply documented that phenolic phytochemicals from fruits and berries, including mixed extracts, juice samples, different individual flavonoids and phenolic acids exert antioxidant activity towards human low-density lipoprotein (LDL) oxidation in vitro [1–4]. Since oxidation of LDL is a key step in the pathogenicity of atherosclerosis and thus inducive to coronary heart disease, compounds exerting antioxidant activity on LDL may exert protective, disease preventing effects in humans. Enzyme assisted plant cell wall breakdown of press residues, i.e. mainly skins and seeds, from red wine production and black currant juice pressing results in improved release of phenolics that inhibit in vitro oxidation of human LDL [5–7], Fig. 1.

The antioxidant potency of the released phenols varies depending on the enzyme treatment [5, 6], Fig. 2. This suggests that it may be possible to optimize the enzyme treatments to increase concentrations of certain potent antioxidant phenols. Enzymatic pre-press treatments are already widely employed in the berry juice and wine industries. A better understanding of the plant cell wall degrading enzymes action on fruit skin materials for release of potentially health beneficial compounds appear transferable to juice and wine processing operations. The knowledge gained can therefore pave the ground for production of wines and fruit juices with improved health properties.

Figure 1: Phenolics determined as gallic acid equivalent (GAE) released when the polysaccharides in the cell wall, notably in the skin fraction, are degraded [7].

Figure 2: Enzyme gives different antioxidant activity.
Specific Objectives
The aim of the proposed Ph.D. project is to explore in detail the enzyme assisted extraction of phenolics from different berry and grape press residues resulting from juice and wine processing. As a part of this, the project will also provide knowledge on how the phenols are bound in the skin polysaccharide-lignin matrix.

A separate aim is to expand the methods to evaluate possible health benefits to other effects than antioxidant activity on human LDL oxidation.

The main hypothesis to be tested during the PhD study are:

a) Whether it is possible to selectively extract and retain the most potent antioxidants by novel physical and enzymatic treatments of the press residues.

b) Whether it is possible to enzymatically modify the phenolics to optimize their health potential.

Results and Discussion
Practically there is sparse knowledge about the phenolics detailed locations, and how they are bound into the fruit skin polysaccharides matrix. Knowledge about skins composition is needed. As first attempt we used grapes and apples skins as model to understand the relation between skin cell walls polysaccharides and phenolics compounds. Such detailed compositional knowledge is a key issue to upgrades the press residues wine making or valorise the fruit skin for phenolics phytochemicals production as functional food additive.

Polysaccharide composition of cell walls fruits skins are usually determined by measuring the monosaccharides released after hydrolysis with acid, alkaline, or enzyme. Chemical hydrolysis is simple, standardised, and an easily repeatable technique. By acid chemical hydrolysis, chromatographic data are simplified and interferences from undesired substances could be minimized. Trifluoroacetic (TFA) and hydrochloric acid (HCl) are commonly used as hydrolysing agents. The difference in monosaccharides and phenolics profiles between grape and apple skins are usually determined by measuring the monosaccharides released after hydrolysis with acid, alkaline, or enzyme. Chemical hydrolysis is simple, standardised, and an easily repeatable technique. By acid chemical hydrolysis, chromatographic data are simplified and interferences from undesired substances could be minimized. Trifluoroacetic (TFA) and hydrochloric acid (HCl) are commonly used as hydrolysing agents. The difference in monosaccharides and phenolics profiles between grape and apple skins are usually determined by measuring the monosaccharides released after hydrolysis with acid, alkaline, or enzyme. Chemical hydrolysis is simple, standardised, and an easily repeatable technique.

Chemical hydrolysis is simple, standardised, and an easily repeatable technique. By acid chemical hydrolysis, chromatographic data are simplified and interferences from undesired substances could be minimized. Trifluoroacetic (TFA) and hydrochloric acid (HCl) are commonly used as hydrolysing agents. The difference in monosaccharides and phenolics profiles between grape and apple skins are usually determined by measuring the monosaccharides released after hydrolysis with acid, alkaline, or enzyme. Chemical hydrolysis is simple, standardised, and an easily repeatable technique.

During enzymatic extraction higher phenolics content was released from apples skin (Gold and Red delicious) relative to chemical extraction of phenolics by 60% methanol [8]. This supports the hypothesis: phenols are bound in the skin polysaccharide-lignin matrix and not only present in cell vacuoles. We also found a strong relation between antioxidant capacity (lag-phase) and the content flavan-3-ols in the different extracts, Fig. 3 suggesting the possibility of selecting and extracting certain antioxidants using specific enzymes treatments.

Figure 3: Correlation between antioxidant capacity to inhibit human LDL oxidation in vitro and flavan-3-ol content in Red delicious and Golden delicious peel extracts, [8].

Conclusions
A better understanding of the cell walls in fruit skins is needed. We need to know more about how enzymes influence the antioxidant potency of the phenolics. Exploring more specific and mono-active enzymes will help in building the right tailored enzymatic matrix to fit different propose.
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Extension of the CPA Equation of State to Systems Containing Alkanolamines

Abstract
An association model, the CPA (Cubic-Plus-Association) equation of state is applied for the first time to a class of multifunctional compounds, alkanolamines. Three alkanolamines of practical and scientific significance are considered: MEA, DEA and MDEA. Vapor pressures and liquid densities, as well as parameter trends against the van der Waals volume, solvatochromic parameters and mixture LLE data with alkanes are used for estimating the five parameters for the three alkanolamines. VLE calculations for cross-associating mixtures especially with water are used in the validation of the parameters. The influence on the results of the association scheme, cross-association combining rule, interaction parameter and the data available is discussed also in connection to other aqueous cross-associating mixtures, previously studied with the model (alcohols, amines and glycols).

Introduction
Alkanolamines are widely used in many different industries e.g. the oil industry where aqueous solutions of alkanolamines are used for removal of CO₂ and H₂S from natural gas streams.

The CPA EoS [1] has previously been applied to both self- and cross-associating mixtures containing water, alcohols, amines, glycols and hydrocarbons [e.g. 2-4], but where the associating compounds listed here all only contain one type of functional group alkanolamines contain both hydroxyl- and amine-groups. That makes them somewhat more complex to model.

There are several studies available on modeling CO₂-alkanolamine-water systems with electrolyte models, but no independent studies of water-alkanolamines and alkanolamines-alkane using association models.

Three alkanolamines are considered in this work; monoethanolamine (MEA), diethanolamine (DEA) and methyldiethanolamine (MDEA). The structures are shown below.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEA</td>
<td>OH-CH₂-CH₂-NH₂</td>
</tr>
<tr>
<td>DEA</td>
<td>OH-CH₂-CH₂-NH-CH₂-CH₂-OH</td>
</tr>
<tr>
<td>MDEA</td>
<td>OH-CH₂-CH₂-N(CH₃)-CH₂-CH₂-OH</td>
</tr>
</tbody>
</table>

Important available data in use for thermodynamic SAFT-type models are vapor pressures and liquid densities, but for the three alkanolamines the range of the typically used DIPPR correlations are much more extended than the actual experimental data from which the correlations were estimated. This is a limitation and care should be exercised in the regression.

The purpose of this work is to investigate the applicability of CPA to alkanolamines. The investigation is considered a first-step approach, i.e. how far can we reach under certain simplifying assumptions. No special treatment of polarity is used, only the association term of CPA/SAFT. Existing association schemes, like 2B and 4C will be used [5] without distinguishing the difference of N and O in MEA, while the N in DEA and MDEA will be ignored. No intramolecular association will be considered either.

Parameter Estimation
The parameters were at first estimated, in the usual way, from pure component vapor pressure and liquid density data ($P_s$ and $ρ_l$). As DEA and MDEA both contain two OH groups (like MEG and other glycols), the 4C scheme is used in agreement to the use of this scheme for glycols. MEA has one OH and one NH₂ groups, and both the 2B and 4C scheme are considered.

For MEA and DEA different parameter sets were obtained from the pure component data and additional data is therefore needed in order to determine the optimal sets. As discussed in previous
work (with glycols; Derawi et al. [6]) one way is to use LLE for the compound of interest and an inert compound e.g. n-alkanes. Such LLE data are available for MEA with n-heptane and benzene and for DEA with hexadecane. Figures 1-4 show the model correlation with parameter sets solely from \( P^* \) and \( \rho_l \) (MEA sets 1 and 3 and DEA set 1) and when these LLE data are also used (MEA sets 2 and 4 and DEA set 2).

Figures 1 and 2 show the mutual solubility of MEA and n-heptane, where MEA has been modeled with the 2B and 4C scheme respectively. In both cases it is not possible to match the experimental data satisfactorily with the parameters estimated from vapor pressure and liquid density only by fitting an interaction parameter. The association energy in parameter sets 2 and 4 were therefore fitted to this system simultaneously with the interaction parameter which resulted in a good match to the experimental data.

Figure 3 shows the results for MEA-benzene using the 4C parameter set for MEA obtained from the previous system. It is possible to match one of the solubilities when an interaction parameter is fitted, but it is necessary to also fit the cross-association volume (BETCR) in order to match both solubilities satisfactorily (modified CR-1 rule).

Figure 4 shows the results for the DEA-hexadecane system. As for the MEA LLE it was necessary to fit the association energy to the system to obtain satisfactory results.

Based on the results for these systems the following was concluded:
- Use of LLE data is of imperative importance in the parameter selection
- The 4C scheme for MEA performs better than 2B and thus all three alkanolamines are treated as 4C molecules
- The MEA-benzene LLE is satisfactorily represented by accounting for the solvation in a way similar to glycols or water with aromatics using the modified CR-1 combining rule (Folas et al. [7]).

For MDEA it was not possible to estimate parameters from vapor pressure/liquid density data alone, and no LLE data for MDEA-alkanes is available. The Kamlet-Taft solvatochromic parameters (Table 1) indicate that the association should be similar to DEA, and thus using the association parameters of DEA, the three other parameters of MDEA could be estimated.
Table 1: Kamlet-Taft solvatochromic parameters for the three alkanolamines investigated in this work [8]. \( \alpha \) indicates the acidity and \( \beta \) the basicity.

<table>
<thead>
<tr>
<th></th>
<th>MEA</th>
<th>DEA</th>
<th>MDEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>T [K]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>298.15</td>
<td>0.40</td>
<td>0.72</td>
<td>0.59</td>
</tr>
<tr>
<td>323.15</td>
<td>0.39</td>
<td>0.68</td>
<td>0.53</td>
</tr>
<tr>
<td>348.15</td>
<td>0.39</td>
<td>0.65</td>
<td>0.59</td>
</tr>
</tbody>
</table>

A single system with an inert compound for MDEA, MDEA-methane, was used for validation and very good results were obtained with a temperature-independent \( k_{ij} \) as can be seen in Figure 5.

Cross-Associating mixtures VLE

CPA was then applied to binary VLE for cross-associating mixtures containing alkanolamines especially with water. Such systems are of importance, for practical purposes as intermediate stage in the application of the model to CO\(_2\) or H\(_2\)S-water-alkanolamines, but also from a scientific point of view and for validating the model.

Figures 6-8 present some of the results obtained for each of the three alkanolamines.

Figure 6 shows MEA-water VLE at \( T = 298.15 \) K, with \( k_{ij} = 0 \) and a fitted \( k_{ij} = 0.164 \).

The figure shows that CPA predicts \((k_{ij} = 0)\) a wrong temperature dependency for this system, and that this is corrected, when a temperature-independent interaction parameter fitted at \( T = 298.15 \) K is used.

Figure 5: MDEA – methane VLE, with \( k_{ij} = 0 \) and a fitted \( k_{ij} = 0.164 \).

Figure 7 shows the results for DEA-water VLE with each of the two estimated parameter sets. The figure clearly shows that the two sets perform very similarly and with similar values of the interaction parameter. This confirms that several parameter sets satisfactorily can match VLE data, and that LLE data therefore is very important in the parameter estimation in order to determine the most correct parameter set.

The results for MDEA-water at \( P = 0.400 \) bar are shown in Figure 8, with the parameters for MDEA obtained using the association parameters for DEA.

The figure shows that CPA matches the experimental values very accurately, even with \( k_{ij} = 0 \).

Because of some computational problems it was not possible to do simulations at very small water concentrations for this system.

Figure 7: DEA – water VLE at \( P = 0.0667 \) bar. Dashed line: prediction \((k_{ij} = 0)\), solid line: fitted \( k_{ij} = -0.15 \) for set 1 and \(-0.12 \) for set 2.

Figure 8: MDEA-water VLE at \( P = 0.400 \) bar. Dashed line: prediction \((k_{ij} = 0)\), solid line: fitted \( k_{ij} = -0.165 \) for CR-1 and \(-0.249 \) for ECR.
In general CPA performs satisfactorily for this type of systems using a temperature-independent interaction parameter. The predictive performance is however poor and large negative values of the interaction parameter are usually needed.

The conclusions for cross-associating systems, presented here, are in good agreement with results for similar systems previously obtained with CPA [2-4].

**Conclusion**
The CPA EoS has been applied to three alkanolamines (MEA, DEA, MDEA) as well as to cross-associating mixtures with water and ethanol. The investigation showed that vapor pressures and liquid densities were not sufficient for obtaining reliable parameters, but that at least one other type of information is needed. Moreover some problems in the parameter estimation were found to be caused by the uncertainty in some of the data.

The 4C association scheme proved to be the best choice for MEA, and was also used with success for DEA and MDEA.

A temperature independent interaction parameter gave satisfactory results for LLE and for alkanolamine-water VLE. Large negative values were, however, typically needed for the interaction parameter in the later case, which is in agreement with previous results for other aqueous cross-associating mixtures, e.g. water-alcohols and water-glycols

**Future Work**
The work presented here was carried out during my Master of Science project. Future work during my Ph.D. project will contain a more fundamental study of the theory used in this work, the association theory of Wertheim. The work will focus on the limitations of the theory, and on where the model can be improved.
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Abstract
Energy derived from straw remains a largely untapped energy resource offering a significant potential in the cereal-growing parts of the world. The main barrier for introducing straw to the energy market competitively is its higher cost relative to fossil fuels. The thermochemical process Flash Pyrolysis is capable of converting straw to an attractive liquid fuel. This project focuses on developing an ablative flash pyrolysis process specifically targeted for the production of heavy fuel substitute Bio-oil from straw.

Introduction
Bioenergy in the form of straw represents a significant energy source on a world-wide scale but is today largely unutilized. According to FAO [1], the aggregate world production of cereals including barley, mixed grains, oats, rye sorghum, triticale and wheat amounted to 814 million tons in 2003 of which wheat constituted close to 70%. Geographically, the most significant wheat production areas were Western Europe (17%), North America (16%), India (12%) and the former USSR (12%). Assuming a straw/grain ratio equivalent to the Danish average for 1994-1996 of 40% [2] and straw availability for energy to be 50%, these areas potentially have a virtually untapped energy reserve equivalent to 40 mill. tons (approx. 215 mill. barrels) of heavy fuel originating from wheat. For 2003, this amount of energy corresponded to 8 days of OPEC crude oil production (27 mill. barrels/day) [3] or a market value close to $13 bill. For the net energy importing areas (i.e. North America, Western Europe and India), utilization of straw for energy production is thus a CO₂ neutral prospect to gain more independence from the historically less stable oil exporting regions.

Unfortunately, straw does not possess the attractive properties that crude-oil products do such as a relatively high volumetric energy content, good transportability, standardized specifications and simplicity in use. The result is that utilization of straw is only practiced under primitive conditions where it is readily available or where massive public subsidies or regulation warrant it. Apart from the unresolved problems in handling combustion of raw straw, the expense associated with logistics (e.g. baling, storage and transport) is the single largest barrier for utilizing straw efficiently in competition with fossil fuels under free market conditions. Access to an uninterrupted supply of fuel is also of importance to energy consumers and accordingly, expenses arising from long-distance transport of straw-derived energy need to be insignificant compared to the value of the fuel itself in order to market the product successfully.

Specific Objectives
Flash pyrolysis is a thermochemical process which under conditions of medium temperature and short residence time converts organic materials to char, tar and gas. Tar, a homogeneous mixture of organics and water commonly referred to as Bio-oil, is a highly compressed energy carrier and may be used in the existing combustors and distribution systems for fossil heavy fuel, while gas can be utilized for process heat.

For straw, the yields of Bio-oil, char and gas are approximately 50, 30 and 20% on dry weight basis [4]. Straw is a relatively inexpensive material provided baling and transportation are not needed. This implies that capital cost is of higher importance for in situ conversion and the development of a high capacity compact reactor system for mobile operation (c.f. [5]) is a cardinal point. Accordingly, the main objective of the project is to identify a suitable reactor system and optimize its performance.
Reactor System
Fluid beds and ablative reactors are the two principal technologies available for flash pyrolysis. In the former, biomaterial is introduced into a bed of hot fluidized inert material, usually sand. Although a well-known technology, fluid beds do have several disadvantages including the requirement for a large flow of inert gas for heat transport and fluidization, a relatively poor capacity/volume ratio and the need for small particle size feed. Therefore, the project focuses on developing and optimizing an ablative process for straw flash pyrolysis.

Figure 1 depicts the reactor which has been specifically developed for this project. Straw in the form of rolled and sieved straw pellets are introduced by a screw feeder into a horizontal heated tube. Here, a three-blade rotor with close clearance to the reactor wall provides rotation to the gas phase and in turn the straw particles.

![Figure 1: Schematic diagram of the developed ablative pyrolysis bench reactor system.](image)

The residence time in the reactor for the evolved gasses is controlled by means of a recirculation compressor. Liquids are condensed by passing the gasses through a cool pool of Bio-oil after char particles have been removed in the catch pot and cyclone. Aerosols are collected to droplets in a coalescer and removed by gravity. Before the gas is metered, it is cooled to ambient temperature in order to remove water. Gas for recirculation is preheated in order to avoid condensation of liquid products within the reactor. Further details of the reactor are available elsewhere [6].

Modelling
When a particle undergoes pyrolysis in the ablative regime the degradation will take place as surface reaction. Under these conditions the energy transported to the surface will balance the requirement for heating the material to the reaction temperature. This phenomenon has been modelled in order to describe the reaction temperature of the particle as a function of reactor parameters (e.g. reactor temperature and rotor speed), material properties and particle conversion.

Degradation of the particle is treated as a pseudo-surface reaction even though, strictly speaking, the reaction may not exclusively proceed on the surface. For ablative pyrolysis, the steep temperature gradient observed experimentally (e.g. [7]) combined with a reaction rate which is strongly dependent on temperature suggest, that reaction is concentrated in a relatively thin shell near the surface. This approach is inspired by the study of Lédé [8] for slab geometry.

In order to predict the distribution of reaction products, the surface temperature of the reacting particle may be combined with an appropriate kinetic model. Figure 2 displays a common kinetic model employed in flash pyrolysis, a modified version of the Broido-Shafizadeh model [9-11], where the products have been lumped according to their physical properties at standard conditions. Detailed information on the model can be found elsewhere [12, 13].

![Figure 2: Broido-Shafizadeh model for prediction of yield distribution.](image)

The modeling results reported with lines in figure 3 show the limits of a credible interval located centrally around the model prediction. This interval was established by measuring twice the standard deviation for five runs at 550 ºC and a centrifugal force of 1.7⋅10^4 g.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle shape</td>
<td>Sphere</td>
<td>-</td>
<td>[14]</td>
</tr>
<tr>
<td>Mean Diameter</td>
<td>633 ⋅ 10^{-6} m</td>
<td>[14]</td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>700 kg m^{-3}</td>
<td>[15]</td>
<td></td>
</tr>
<tr>
<td>Heat capacity</td>
<td>2446 J kg^{-1} K^{-1}</td>
<td>[15]</td>
<td></td>
</tr>
<tr>
<td>Conductivity</td>
<td>0.21 W m^{-1} K^{-1}</td>
<td>[15]</td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>2.8 ⋅ 10^{19} s^{-1}</td>
<td>[16]</td>
<td></td>
</tr>
<tr>
<td>E1</td>
<td>206 kJ mol^{-1}</td>
<td>Fitted</td>
<td></td>
</tr>
<tr>
<td>A2</td>
<td>6.79 ⋅ 10^{9} s^{-1}</td>
<td>[16]</td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>140 kJ mol^{-1}</td>
<td>[16]</td>
<td></td>
</tr>
<tr>
<td>A3</td>
<td>1.30 ⋅ 10^{10} s^{-1}</td>
<td>[16]</td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>143 kJ mol^{-1}</td>
<td>Fitted</td>
<td></td>
</tr>
<tr>
<td>A4</td>
<td>4.3 ⋅ 10^{6} s^{-1}</td>
<td>[17]</td>
<td></td>
</tr>
<tr>
<td>E4</td>
<td>108 kJ mol^{-1}</td>
<td>[17]</td>
<td></td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.65</td>
<td>-</td>
<td>[18]</td>
</tr>
</tbody>
</table>

Experimental
Crushed wheat straw pellets were treated in the reactor system depicted on figure 1. Table 2 displays the main properties of the feed material and the static conditions employed throughout the runs. It is noted that solid residence time depends on rotor speed as was established by direct measurement in a glass reactor operated without heat. Reactor wall temperature and centrifugal force (G, expressed in units of gravity) was
Table 2 – Experimental conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ash</td>
<td>6.8</td>
<td>% db.</td>
</tr>
<tr>
<td>Moisture</td>
<td>5.8</td>
<td>% wt.</td>
</tr>
<tr>
<td>Volatile matter</td>
<td>75</td>
<td>% db.</td>
</tr>
<tr>
<td>Solid feed rate</td>
<td>23</td>
<td>g min⁻¹</td>
</tr>
<tr>
<td>Feed Time</td>
<td>14</td>
<td>min</td>
</tr>
<tr>
<td>Gas recycle temperature</td>
<td>400</td>
<td>°C</td>
</tr>
<tr>
<td>Gas residence time</td>
<td>0.6±0.3</td>
<td>s</td>
</tr>
<tr>
<td>Particle Residence time</td>
<td>@ G=4.9⋅10³</td>
<td>2.8±0.3</td>
</tr>
<tr>
<td></td>
<td>@ G=1.0⋅10³</td>
<td>3.3±0.3</td>
</tr>
<tr>
<td></td>
<td>@ G=1.7⋅10³</td>
<td>6.0±0.3</td>
</tr>
</tbody>
</table>

varied between runs and the influence on the yield of principal products recorded and reported in Figure 3.

Results and Discussion

When fitting the model it was assumed that the higher ash content in the wheat straw has a pronounced catalytic effect on the pyrolytic reactions favoring the formation of char and gas [19] by reducing the activation energies of the affected reactions. Accordingly, the distribution between char and gas (γ<sub>g</sub>) and the pre-exponential factors were left equal to those of the original cellulose kinetic model, whereas the gas phase cracking of tar was assumed to be unaffected by the ash content which largely stays in the solid state for the investigated temperature domain. Furthermore, as the distribution between gas/char and organics can be described by one parameter, the activation energy for R2 was kept unchanged for simplicity. Fitting the remaining two activation energies for R1 and R3 simultaneously to the three investigated rotor speeds visually, the result shown in figure 3 were obtained. Although the predictive power of the model was somewhat reduced compared to when applying the cellulose model to pine (not shown), reducing the activation energies by 14 % and 4.5 %, respectively, produced an acceptable fit but could likely be improved by investigating the kinetics for straw in more detail.

From the experimental results it is noted that the maximum yield of organics did not change significantly with increasing centrifugal acceleration which merely lowered the optimum temperature. From figure 4 it can be noted that increasing G above approximately 5⋅10³ has only a moderate effect on organics yield and that 90 % of the yield at G=3.0⋅10³ is obtained at G=1.0⋅10³. However, assuming that the surface loading (or average particle-particle distance) is independent of rotor speed, the decreasing conversion time with rotor speed will result in a progressively higher area-specific throughput as demonstrated (full line) for particles of MMD. Consequently, increasing the centrifugal acceleration above the domain investigated is not expected to contribute significantly to the yield of organics but is predicted to increase throughput.

Figure 3: Experimental results (symbols) and model predictions for yield of main fraction with reactor temperature for wheat straw pyrolysis at three centrifugal accelerations. Only credible interval shown for model predictions.
Figure 4: Simulated optimum reactor temperature ($T_\infty$, broken line) needed to maximize organics yield ($Y_o$, dots) with centrifugal acceleration compared with experimental results (symbols). Full line shows simulated relative reactor capacity with centrifugal acceleration for straw particles of MMD.

Conclusions
A bench reactor system to study the ablative pyrolysis of straw has been constructed and a model to predict the fate of a particle submitted to the environment of the reactor has been developed. An acceptable fit to the straw experimental results was obtained with the model by employing modified cellulose data with the Broido-Shafizadeh kinetic scheme. Experimental results backed by modeling showed that increasing centrifugal acceleration above $5.0 \times 10^3$ g had only a moderate effect on organics yield but did lower the optimum reactor temperature. However, the model predicted that increasing the applied centrifugal acceleration will increase reactor throughput.
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Abstract

The work in this Ph.D. project is focused on testing alternative ways of saving energy in microfiltration and enhancing transmission of macromolecules through microfiltration membranes. The majority of the experimental work is conducted with a vibrating microfiltration set-up with a hollow fiber membrane module. Till now it is clearly shown that the extent of membrane fouling is reduced by vibrations. Furthermore, the necessary transmembrane pressure is very low and the transmission of macromolecules is almost complete when the system is operated below a certain critical flux level. This could be useful in the recovery of macromolecules directly from fermentation broth.

Introduction

A huge problem when processing solute containing chemical, biochemical, pharmaceutical and waste water suspensions using microfiltration is the fouling of the membrane surface and pores. I) The fouling increases the hydraulic resistance of the membrane module leading to an increase of transmembrane pressure necessary for maintaining a certain flux level. The extent of surface fouling can be reduced by increasing the cross-flow velocity tangentially to the membrane surface. However, this approach is quite expensive due to a high power consumption of the feed suspension pump. II) Furthermore, the fouling layer on the membrane surface and inside the pores can change the pore size distribution of the membrane resulting in a dramatic change in the possibility of transmitting for example macromolecules through the membrane.

Our microfiltration set-up (Figure 1) is constructed to deal with both problems. I) The necessary pumping energy is eliminated because the shear on the membrane surface is disconnected from the feed suspension velocity by vibrating the membrane module. II) The reduction of fouling on the membrane surface and inside the pores by the vibrations more or less maintains the pore size distribution of the membranes, compared to that of the beginning of the filtration. Thus, an initial high transmission of for example macromolecules can be sustained as long as the flux is kept below a certain critical flux level.

Experimental:

A sketch of our vibrating microfiltration apparatus is shown in Figure 1.

Figure 1: Sketch of the vibrating dynamic microfiltration set-up.

The core of the system is the membrane module itself. The module consists of asymmetric microfiltration hollow fibers with the skin layer on the outside, as seen in Figure 2. The permeate peristaltic pump creates a lowered pressure inside the module (permeate pipe, gap
and inside fibers). Thus, permeate is sucked through the fibers to a beaker on a scale, connected to the PC, measuring the flux. This means that the flux is logged and kept constant and the corresponding transmembrane pressure is monitored and logged as well.

Figure 2: SEM pictures of a hollow fiber microfiltration membrane. (a) Cross sectional cut of a single fiber. (b) Surface of a fiber.

The whole membrane module is vibrated up and down at variable frequency and amplitude by the “rotation head”. The feed suspension is circulated between the feed tank and the module cylinder at a very low pumping rate corresponding to a velocity below 1 cm/s in the module cylinder.

Results
When operating a microfiltration device it is advantageous to keep the flux below a certain critical flux level. Above this level membrane fouling becomes severe. Below, the fouling and fouling rate is more of less controlled and the flux and transmembrane pressure is thus sustainable.

We have shown that the critical flux is very dependent on the hydrodynamics. The difference between the fouling rate of a vibrating and a non-vibrating membrane module is quite marked [1]. The critical flux varies with the average surface shear rate as a power function for bakers yeast suspensions [2,3] and for suspensions containing macromolecules [4]. Thus, higher degree of module vibrations yields higher critical fluxes. When operating below the critical flux we have achieved almost 100 % transmission of macromolecules from a bakers yeast suspension which is almost a complete separation of cellular material and macromolecules [4]. Furthermore, we have shown that the level of extracellular polymeric substances from the yeast cells in the bulk suspension differs below and above the critical flux [5]. Finally we have investigated the effect of static adsorption of macromolecules on membrane surfaces [6]. The relatively tight chemical static adsorption is not avoided by vibrations. However, it is the more loosely bounded membrane fouling onto the adsorbed monolayer that is markedly reduced by module vibrations.

Conclusions
Enhancing the surface shear rate is a known way of minimizing and controlling membrane fouling. We have shown that we are able to decouple the normal connection between enhanced surface shear rate and feed suspension velocity by vibrations. Thus, the feed velocity can be kept very low and fouling of the membrane module is reduced by vibrations. Furthermore, we have shown that we are able to separate cellular material and macromolecules with almost 100 % transmission of macromolecules so that the system actually operates as microfiltration. This could be advantageous in the recovery of macromolecules directly from fermentation broth.
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Stability of Enzymes in Granular Enzyme Products for Laundry Detergents

Abstract
Enzymes are important constituents in laundry detergents due to their contribution to a more effective and milder washing process (lower energy and water consumption, less wear of fabric). Storage stability of detergent enzymes is a significant quality parameter considered in the development of a new product. The complexity of the detergent matrix implies the presence of a complicated mechanism involved in the inactivation. It is believed that a combination of factors such as humidity, released H₂O₂, autolysis of enzymes, high local pH in the granule, oxygen, defects in granulate structure and other detergent components plays a role in the activity loss. The aim of this project is to investigate the factors responsible for the inactivation of enzymes and propose new formulations and protective components for improved stability.

Introduction
Enzymes are used today in a wide range of industrial processes and in consumer products. The largest application of industrial enzymes is in detergents. The detergent industry absorbs about 45% of enzyme sales in western Europe and more than 25% of the total worldwide enzyme production [1]. After being produced by submerged microbial fermentation, enzymes are recovered and sold as either powder or liquid products for industrial use. In powdered laundry detergents, they are granulated and covered with a protective coating to prevent dust allergies and increase the stability of enzymes.

The main enzyme activity in biological laundry detergents is protease, which acts on organic stains such as grass, blood, egg and human sweat. However, it has become more common in recent years to include a "cocktail" of enzyme activities including lipases and amylases. Lipases are effective on stains resulting from fatty products such as oils and fats, while amylases help remove starchy food deposits. More recently, color enhancing and "anti-bobbling" washing powders have been developed which contain cellulases. The mode of action of such cellulases is to remove detached cellulose fibrils, which cause a progressive dulling of the color as dirt is trapped on the rough surface of the fabric.

Laundry detergents typically consist of a mixture of separate granular materials including surfactants, builders, bleaching agents and enzymes. The surfactants are the main cleaning agent, while the builders provide alkalinity and ionic strength to the wash liquor. Bleaching agents are added to provide a white shine and remove stains on the fabric. A modern bleaching agent is Sodium Percarbonate (SPC), which decomposes in water and releases hydrogen peroxide, being the actual bleaching chemical. In addition to these, powdered laundry detergents contain soil anti-deposition polymers, anti-corrosion agents, perfumes etc.

Enzymes are fragile biomolecules. They can loose their activity in environments, like detergents, where harsh chemicals are present. In practice the enzymes loose a significant part of their activity over a time period of several weeks. To overcome this problem, manufacturers prefer to add more enzyme granules in their products to have satisfactory wash performance. However, this results in an increase in the production cost of the laundry detergent. Partly to obtain a better stability during storage, the enzyme containing particles are typically coated by layers of salts, polymers and/or waxes. This reduces the rate of diffusion of aggressive species into the particles where reaction with the enzymes may cause deactivation. Furthermore, the particles are often formulated with anti-oxidants, such as thiosulfates, to minimize deactivation reactions. For the enzymes in laundry detergents, the deactivation is mainly related to the release of hydrogen peroxide from the bleaching chemicals in a moisture-containing atmosphere. Moreover, humidity, autolysis of enzymes,
high local pH in granule, oxygen, defects in granulate structure and other detergent components are some of the factors affecting the granulate stability during storage.

The present understanding of inactivation mechanism of detergent enzymes during storage [2] involves diffusion of water vapor through bleaching particles, where SPC is “activated” and hydrogen peroxide is released. The subsequent diffusion of hydrogen peroxide vapor in the enzyme granule results in oxidation of the enzyme. The fact that enzyme activity is reduced significantly even in non-bleach containing detergents implies that other mechanism(s) are also involved in deactivation of granulates.

**Specific Objectives**

The objective of this project is to understand the inactivation mechanism of detergent enzymes during storage. It is also aimed to investigate the effect of different detergent ingredients on the granulate stability. According to the new findings, the previously proposed mechanism can be confirmed or modified. In light of the results, new stability-enhancing components or coatings will be proposed and tested for their efficiency in reducing enzyme deactivation in powdered detergents.

**Experimental Setup**

The set up (Figure 1) provides controlled conditions of H\textsubscript{2}O\textsubscript{2} (g) concentration, humidity and temperature. H\textsubscript{2}O\textsubscript{2} (g) is generated by bubbling N\textsubscript{2} through a concentrated solution of H\textsubscript{2}O\textsubscript{2}. Relative humidity (RH) of the gas stream is adjusted by bubbling N\textsubscript{2} through distilled H\textsubscript{2}O at appropriate temperature. Further tuning of the H\textsubscript{2}O\textsubscript{2} level and moisture is done by a third stream of N\textsubscript{2}. Enzyme sample is placed in a column where quartz wool serves as a support material. A gas stream is passed through the column, where freeze-dried Savinase is in direct contact with the flowing gas.

**Selected Results and Discussion**

**Adsorption**

Exposure of the enzyme powder to H\textsubscript{2}O\textsubscript{2} vapor and humidity resulted in simultaneous adsorption of moisture and H\textsubscript{2}O\textsubscript{2}, water being physically and H\textsubscript{2}O\textsubscript{2} being chemically adsorbed.

![Sketch of the enzyme exposure setup](image1)

**Figure 1:** Sketch of the enzyme exposure setup

The effect of RH in the gas stream on the H\textsubscript{2}O\textsubscript{2} adsorption was investigated. Figure 2 clearly illustrates that amount of H\textsubscript{2}O\textsubscript{2} adsorbed by the sample was independent of the moisture in the gas stream. Therefore, water and H\textsubscript{2}O\textsubscript{2} were not competing for the same adsorption sites.

![Effect of relative humidity on H\textsubscript{2}O\textsubscript{2} adsorption at 35°C](image2)

**Figure 2:** Effect of relative humidity on H\textsubscript{2}O\textsubscript{2} adsorption at 35°C. Equal amounts of H\textsubscript{2}O\textsubscript{2} were up taken independently of the moisture in the system. Therefore, water and H\textsubscript{2}O\textsubscript{2} were not competing for the same adsorption sites.

The variation of adsorbed H\textsubscript{2}O\textsubscript{2} amount with respect to varying H\textsubscript{2}O\textsubscript{2} partial pressures at constant humidity was also determined (Figure 3). As the concentration of H\textsubscript{2}O\textsubscript{2} in the gas was increased, the adsorbed H\textsubscript{2}O\textsubscript{2} by the enzyme sample also increased. Equilibrium was attained and limit adsorption value was reached provided enough exposure time.

![Effect of H\textsubscript{2}O\textsubscript{2} (g) concentration on the adsorbed H\textsubscript{2}O\textsubscript{2} by the enzyme at 35°C](image3)

**Figure 3:** Effect of H\textsubscript{2}O\textsubscript{2} (g) concentration on the adsorbed H\textsubscript{2}O\textsubscript{2} by the enzyme at 35°C.
Enzyme inactivation

The inactivation kinetics of the freeze-dried Savinase was investigated as a function of \( \text{H}_2\text{O}_2 \) (g) concentration and relative humidity. The effect of \( \text{H}_2\text{O}_2 \) (g) on Savinase stability was studied at 10% and 75% RH. On Figure 4, the decrease in % residual activity is illustrated. At 10% RH conditions, the gradual increase in the extent of enzyme inactivation as \( \text{H}_2\text{O}_2 \) (g) concentration went from 0 to 20 Pa could be noticed (Figure 4-a). At 75% RH, on the other hand, no matter the concentration, presence of \( \text{H}_2\text{O}_2 \) was enough to cause a drastic reduction in the Savinase activity (Figure 4-b). This implies that at high humidity conditions, enzymes became more susceptible to oxidation.

Figure 4: Effect of increasing \( \text{H}_2\text{O}_2 \) (g) concentration on Savinase stability; a) 10% RH; b) 75% RH. At high humidity, presence of \( \text{H}_2\text{O}_2 \) has more detrimental impact on enzyme stability.

Effect of humidity

Dry proteinous products adsorb significant moisture when exposed to humid conditions. Experimental evidence shows that increased residual moisture results in a noticeable reduction in the stability of the product. The detrimental effect of moisture on storage stability is often interpreted in terms of mobility in the solid and reactivity of the protein. Above monolayer levels of water, protein’s conformational flexibility is increased and the additional water has ability to mobilize the potential reactants in the amorphous phase. Both effects increase the rate of protein degradation [3]. The negative effect of increasing humidity on enzyme activity was illustrated by exposing the enzymes in the presence of \( \text{H}_2\text{O}_2 \) (g) with constant concentration (20 Pa) (Figure 5). The high moisture content in the sample increased the mobility of the enzyme molecules and enhanced the oxidative effect of \( \text{H}_2\text{O}_2 \).

Figure 5: Effect of relative humidity on inactivation extent of the enzyme exposed to 20 Pa \( \text{H}_2\text{O}_2 \). As the moisture in the sample increases, the loss of activity becomes more drastic.

Moreover, residual activity results of samples exposed to high (75%) and low (10%) relative humidity showed that Savinase may lose part of its initial activity even in the absence of oxidizing agent (Figure 5 a- and b-0 Pa \( \text{H}_2\text{O}_2 \) samples). This was further studied by exposing the freeze-dried Savinase to extreme conditions, i.e. 100% RH and 80% of activity loss was measured. Samples were analyzed by sodium dodecylsulfate polyacrylamide gel electrophoresis (SDS-PAGE), where the proteins were unfolded and separated according to their molecular weight. No proteolytic activity was observed in the gel. The dehydration-rehydration studies of subtilisin conducted by De Paz et al. [4] also resulted in absence of proteolysis. In fact, Towns [5] stated that self-proteolysis is of minimal concern in solid-state protease formulations, because the inter-molecular reactions require a significant mobility to the segmental portions of the protein backbone. The exposure result of solid-state Savinase to an extreme humidity undoubtedly confirmed this statement.

Enzyme oxidation on molecular level

Stauffer and Etson [6] revealed the oxidation mechanism of a commonly studied protease, subtilisin, by \( \text{H}_2\text{O}_2 \). The enzyme was inactivated by the formation of methionine sulfoxide at position 222. Oxidized enzyme activity towards synthetic substrates decreased relative to native enzyme activity due to the proximity of Met 222 to the active site. Experimental evidence showed that activity decrease of the enzyme was accompanied by the oxidation of just 1 Met residue. Met-sulfoxide formation did not inactivate subtilisin completely but, depending on the substrate, the activity was reduced by 57 to 92%. The authors suggested the following mechanisms responsible for activity loss: a) oxidative modification of Met 222 might result in a conformational change in the protein structure; b) the alteration from a hydrophobic sulfide to a hydrophilic sulfoxide might alter the electronic environment around the active site sufficiently to affect the rate at which
individual reaction steps occur; c) the presence of 1 additional oxygen atom might have a conformational interference to the optimum interaction between substrate and enzyme molecules. Other oxidation studies described in the literature also involve utilization of H$_2$O$_2$ in a solution [6,7,8,9]. However, they do not reveal the impact of gaseous hydrogen peroxide released in the detergent box on enzyme stability during storage.

Alterations in the Savinase® structure (Figure 6) upon oxidation were studied with electrospray ionization mass spectroscopy. The results showed that as the exposure time increased the single oxidation product of the enzyme emerges and after 13h exposure time all native forms of the enzyme were completely oxidised. The position of oxidised residue was located by peptide mapping, where the mass of CNBr-cleaved fragments was determined by MALDI TOF mass spectroscopy. Solid evidence of Met 222 oxidation was obtained. The other two methionine residues present in Savinase® structure remained mainly unchanged. The result was further confirmed by examination of carbonyl group formation in H$_2$O$_2$-exposed samples, indicating that other residues in the protein backbone are not oxidized.

Figure 6: Structure of Savinase: the substrate binding site (blue), the catalytic triad (red), oxidation-sensitive residue Met 222 (purple)

Conclusions
An accurate method for the generation and measurement of low concentrations of hydrogen peroxide vapor was established. The experimental setup provides controlled conditions for the exposure of freeze-dried enzymes to different concentrations of H$_2$O$_2$ vapor and %RH. The effect of these factors is being studied for the determination of the inactivation kinetics of Savinase. The results showed that a combined action of moisture and H$_2$O$_2$ (g) is responsible for the inactivation of solid-state Savinase®. The noticeable decrease in enzyme activity at high humidity implied that moisture provoked the oxidizing effect of H$_2$O$_2$. In other words, adsorbed water increased the mobility and molecular volume of the protein chain and facilitated the diffusion of H$_2$O$_2$ (g) to the amino acid residues susceptible to oxidation. Peptide mapping studies revealed that oxidation of Met 222 is the primary cause for activity loss.
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Development of a Component-Based Reactor Model for a Distillate Hydrotreater

Abstract
Due to tightened specifications regarding the sulfur content of diesel, the hydrotreating process is getting increased attention. A better understanding of the kinetics of hydrosulfurization of refractive sulfur compounds will be helpful in the development of new and more active catalysts, and in predicting the reactivity of different feedstocks. It is the purpose of this project to develop a reactor model based on the kinetics of individual components that can describe hydrosulfurization kinetics at all conversions.

Introduction
All over the world the environmental legislations regarding the sulfur content of diesel has been tightened and are moving towards an ultra low sulfur diesel (ULSD) specification as low as 10 wt ppm S [1]. Sulfur is removed through hydrotreating, a catalytic reaction with hydrogen in which hydrogen sulfide is formed. Typical hydrotreating catalysts are sulfided CoMo/Al₂O₃ and NiMo/Al₂O₃.

Tools for predicting the reactivity of a given feed stock at high HDS conversions are in demand for estimating the performance of industrial hydrotreating units. In order to meet ULSD specifications it is necessary to remove some of the most refractive sulfur com-pounds, such as methylsubstituted dibenzothiophenes. A key component in the understanding of HDS kinetics at high conversions is 4,6-dimethyldibenzothiophene, which due to sterical hindrance is among the most refractive sulfur compounds. Dibenzothiophenes can react through two parallel reaction routes, a direct desulfurization route and a pre-hydrogenation route, as illustrated in figure 1 [2].

During hydrotreating, two other important reactions take place: Hydrodenitrogenation (HDN) and hydro-dearomatization (HDA). The general HDA reaction of an aromatic (A) to a naphthene (AH) can be written as:

\[ A + nH_2 \rightarrow AH \]

Hydrogenation of poly- and di-aromatics is in general quite fast compared to the hydrogenation of mono-aromatics. These reactions are important since certain large aromatics can inhibit the HDS reactions, and the aromatics content has a significant influence of physical properties of the product such as density and cetane number [3].

Specific Objectives
The purpose of this project is to develop a component-based kinetic model for the hydrosulfurization reaction, which is applicable at all sulfur conversions. The model should account for the inhibition by certain nitrogen components and large aromatics. Furthermore it is the intention to develop a model for the hydrogenation of aromatic compounds, which accounts for the kinetics and the equilibrium between aromatic and naphthenic structures.

A hydrotreating reactor is a fixed bed catalytic reactor in which gas and liquid flow co-currently down. It is best described as a trickle-bed reactor in which the liquid trickles from pellet to pellet and the gas forms a continuous phase.

Figure 1 Reaction pathways for HDS of dibenzothiophene [2].
It is the purpose to develop a reactor model that accounts for the thermodynamic equilibrium between the diesel oil components, hydrogen, and the hydrogen sulfide and ammonia formed through reaction. The reactions occur in the liquid phase inside the pores of the catalyst, and the model should be able to describe the diffusion limitations inside the catalyst pellets and any external mass transfer limitations.

**Experimental work**

Experiments are done in a lab-scale reactor at Haldor Topsøe A/S. The reactor is illustrated in figure 2.

![Illustration of lab-scale reactor used for kinetic experiments with model compounds.](image)

Initially the hydrogenation of naphthalene to tetralin on a commercial CoMo catalyst has been studied. The reaction pathways of naphthalene are shown in figure 3.

![Reaction pathways of naphthalene hydrogenation](image)

Concentration, \( c_k^L \), in the bulk liquid phase:

\[
\frac{d}{dl} c_k^L = \frac{k_{k,LS} a_{LG} (c_k^L - c_k^S)}{k_{k,LS} a_{LS} (c_k^L - c_k^G)} \]  

Concentration, \( c_k^G \), in the gas-phase:

\[
\frac{d}{dl} c_k^G = -\frac{k_{k,LS} a_{LG} (c_k^L - c_k^G)}{k_{k,LS} a_{LS} (c_k^L - c_k^G)} \]  

Mass balance at the catalyst pellet surface:

\[
0 = k_{k,LS} a_{LS} (c_k^L - c_k^S) - R_{k,app} (1 - \epsilon_{bed}) \]  

The apparent reaction rate, \( R_{k,app} \), is calculated by solving the diffusion reaction problem:

\[
D_{k,app} \frac{d}{dr} \left( \frac{2 \frac{dc_k}{dr}}{r^2} \right) - r^2 R_k = 0 
\]

Boundary conditions:

\[
BC: \frac{dc_k}{dr} (r=0) = 0 \quad c_k (r=R_p) = c_k^S 
\]

Mass transfer coefficients, diffusion coefficients and other parameters are calculated from correlations, found in literature, or based on experimental data.

**Conclusions**

Experimental work has begun on HDA of naphthalene. The experiments are done to investigate the kinetics, and the degree of diffusion limitations. Equations to describe a trickle-bed reactor have been set up, but more experimental data is needed in order to validate the model.

**Future Work**

Future work on this project involves further studies of HDS and HDA of model compounds. The effect of different nitrogen compounds such as acridine, carbazoles and indoles on the HDS of dibenzothiophenes and real diesel oil will be studied. Hydrogenation of naphthalene will be studied to get a better understanding of the reaction at normal hydrotreating conditions. Based on the experimental studies and data from literature, it is the plan to include more compounds in the reactor model and investigate if hydrotreating of more complicated mixtures can be simulated.
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Oxy-Fuel Combustion of Coal and the Evolution of NOx

Abstract
The focus on the environmental role of CO2 and the thereby following legal legislations and international reduction programs, has increased the interest for a CO2-friendly use of coal for heat and power generation. A method that can be used both for new and retrofitted plants are Oxy-Fuel combustion. In Oxy-Fuel combustion coal is burned in a mixture of oxygen and recirculated flue gas (RFG), which gives an exit gas consisting mainly of CO2 and H2O along with some impurities such as NOx and SOx. The high content of CO2 makes this exit gas suitable for sequestration. The purpose of this project is to investigate differences between Oxy-Fuel and air combustion with respect to char combustion kinetics and NOx evolution.

Introduction
The recent years there has been an increased focus on the environmental role of CO2 and this focus has initiated stricter environmental legislations both globally and within the EU [1]. To overcome these legislations and to solve the problems related to CO2 emission, the energy industry relaying on coal will need to find technological alternatives to the present combustion processes that will utilize coal in a more environmentally friendly way, seeing how the dependence on coal as an energy source can be expected to be present for many years to come [1], [2].

One solution that seems to be promising in the nearby to midterm future is Oxy-Fuel combustion [2].

Oxy-Fuel combustion is a combustion technique, which has been shown considerable research attention in resent years. There are several reasons for this continuously increasing interest, among which the following should be emphasized:

- Existing plants can be retrofitted to function under Oxy-Fuel conditions relatively easy [2].
- Oxy-Fuel combustion produces an exit stream with a very high CO2 content (~90-95 %) [2], [3], [4], which are ready for sequestration. The CO2 purity of the exit gas on industrial scale mainly depends on the efficiency of the Air Separation Unit (ASU).
- Combustion in an Oxy-Fuel environment has the potential to reduce NOx emissions, when compared to traditional air-blown plants [2].

As a further benefit all of the Oxy-Fuel combustion unit operations, except the boiler, are in some sense relaying on existing and known equipment [5].

A scheme of the Oxy-Fuel combustion process can be seen in figure 1.

Specific Objectives
This project is devoted to the kinetic investigation of char burnout and the evolution of NOx under Oxy-Fuel combustion.
Combustion of char in oxygen enriched CO₂ atmospheres, such as those prevailing in oxy-fuel combustion, is not fully understood, and the influence of gasification at higher temperatures has been observed [6].

The differences between the combustion behavior in conventional air-blown furnaces and Oxy-Fuel furnaces make a detailed study of the Oxy-Fuel fuel combustion kinetics necessary along with accurate model predictions and interpretations of test results before large scale construction can be initiated [7].

The NOx evolution changes between air-blown combustion and Oxy-Fuel combustion [1]. This is mostly due to the recirculation of the flue gas into the flame and the reduction of NO over char. These effects are functions of O₂ concentration, temperature and fuel feed rate [8].

These dependences on NOx evolution are important to understand in detail in order to benefit fully from the possibilities Oxy-Fuel combustion gives for reducing the NOx emission [9].

**Methodology**
The work will involve a literature survey on the subjects discussed in the section above.

The experimental investigation will mainly be carried out in an Entrained Flow Reactor (EFR) located at the department. Here reference experiments will be performed using conventional air-blown combustion and these will afterwards serve as the basis of comparison, when experiments with Oxy-Fuel combustion has been performed under similar conditions.

**Conclusion**
The kinetics of air-blown combustion has been thoroughly investigated over many years but it may not directly apply for Oxy-Fuel conditions. Works is therefore needed on the subject before industrial scale Oxy-Fuel plant construction can begin.

**References**

Deactivation of SCR Catalysts by Additives

Abstract
The Danish power companies are obliged to burn biomass at the central power stations. The alkali fraction introduced by biomass into the combustion system is responsible for high rates of deposition and corrosion at the surface of the super-heat exchangers. To minimize these undesired effects, the power companies are considering to mix the biomass burned in their plants with some additives, which are able to fix the alkali fraction in harmless compounds. The objective of this Ph.D. project is to evaluate the effect of the selected additives on the commercial catalysts employed in the SCR process.

Introduction
Nitrogen oxides (NOx) emitted from stationary sources can be effectively reduced by using the so-called Selective Catalytic Reduction (SCR) process [1]. Ammonia is injected into the flue gas and reacts with the NO fraction according to the following reaction:

\[ 4 \text{NH}_3 + 4 \text{NO} + \text{O}_2 \rightarrow 4 \text{N}_2 + 6 \text{H}_2\text{O} \]

The reactor operates at atmospheric pressure and temperature ranging between 300 and 400°C. The catalysts employed are vanadia-based catalysts. This technology was first developed in Japan during the 1970s and is still nowadays the best-developed and worldwide used for fossil fuel combustion processes.

However, the application of this technology to the treatment of flue gas from (co-)combustion of biomass or secondary fuels such as sewage sludge or meat and bone meal (MBM) is problematic. This is mainly due to the high rates of catalyst deactivation observed and related to different compounds (e.g. alkali and alkaline earth metals, chlorides, etc.) introduced into the system by these alternative fuels [2,3]. The alkali fraction of the biomass is also responsible for a higher deposition rate on the superheater surfaces in the boiler. In fact, the fly ash produced during biomass combustion, due to the high content of alkali, has relative low melting point temperatures. At the temperatures of the superheaters, they thus present a melted fraction which makes them particularly sticky [4].

Deposition on the heat exchanger surfaces is a highly undesired process since it decreases the heat transport through the heat exchangers and causes corrosion, thus affecting the overall efficiency in steam production. The use of additives to the fuel is considered by the Danish power companies as a way to minimize this undesired effect, rending the combustion of biomass more efficient. Preliminary tests have mainly involved compounds rich in phosphorus like phosphoric acid, mono- and di-calcium phosphate [4]. Due to the presence of the phosphorus during combustion, ashes mainly constituted by K, P and Ca with higher melting point temperatures (>1300°C) were formed. Accordingly, the deposition rate measured during addition of P-compounds was found to decrease up to 90%.

However phosphorus is known to be by itself a moderate poison for the vanadia-based catalysts normally employed in the SCR process [5,6]. Studies about poisoning by phosphorus have been conducted in the laboratory mainly by wet impregnation with phosphoric acid solutions. The activity of the powdered doped catalysts still showed up to 80-85% of the original activity at P/V ratio greater than 2. Commercial vanadia-based catalysts exposed at full-scale during (co-)combustion of sewage sludge and MBM has shown enrichment in phosphorus on the surface and the bulk of the catalysts [3]. The samples presented a decreased total pore volume and a shift of the average pore diameter towards smaller values. Formation of surface layers and pore condensation by phosphorus was thus indicated as the main mechanism of deactivation by phosphorus. However, since the catalysts were enriched also by other known poisons like potassium and arsenic,
it was not possible to directly correlate the influence of the phosphorus alone on the overall deactivation.

The purpose of this project is to investigate whether the P-additives may cause accelerated deactivation, what the mechanisms of the deactivation are and whether the deactivation can be inhibited or slowed down to an acceptable rate. Investigations will include both tests involving the additives, and the possible products of the addition process as shown in.

In the present contribution the main results about deactivation by potassium phosphate tribasic, K$_3$PO$_4$, at a pilot plant are presented.

Experimental
The catalysts employed were commercial Haldor Topsøe A/S DNX 3%V$_2$O$_5$-WO$_3$-TiO$_2$ full-length monoliths. The pilot-scale setup mainly consists of a 50 kW natural gas burner, a lance for injection of solutions into the flue gas, ammonia storage and addition line, and a reactor hosting the SCR monolith. The activity measurements have been performed at 350°C, in the presence of about 500 ppmv NO and 600 ppmv of NH$_3$ in the pilot scale reactor. Two different monoliths have been exposed during addition of 10 and 20 mg/Nm$^3$ K$_3$PO$_4$ respectively by spraying directly into the hot flue gas (T>800°C) different aqueous solutions of K$_3$PO$_4$. In this work they will be referred to as KP10 and KP20 respectively.

Since ammonia in our measurements is in excess with respect to NO, the reaction rate can be regarded as pseudo-first order with respect to NO and zero order with respect to NH$_3$. Therefore, directly from the fractional NO conversion, X, it is possible to calculate an observed catalyst activity constant, k’ (ml/g/s), which includes both the influence of external and internal mass transfer:

$$k' = \frac{F_{\text{gas}}}{m_{\text{cat}}} ln \left(1-x \right)$$

where $F_{\text{gas}}$ is the gas flow rate (ml/s), $m_{\text{cat}}$ is the weight of catalyst (g). The degree of deactivation have been then calculated as the ratio $k/k_0$ between the activity constant of the catalyst during exposure, k, and the one measured for the fresh element, $k_0$, right before starting the poison addition.

In the laboratory, powder samples have been tested for activity in a packed bed quartz micro-reactor. Around 0.07 g of powder have been used during activity measurement with a total flow equal to 2.8 NL/min constituted by 500 ppm NO, 600 ppm NH$_3$, 5% O$_2$ and 1.4% H$_2$O in N$_2$. Activity measurements have been performed in the temperature range 250-400°C. The catalyst activity has been again calculated according to Eq. 1 and the deactivation as the ratio between the activity constant of the spent catalyst and the one measured for the fresh one. At 350°C, the observed activity constant for the fresh catalyst was found only 10% less that the one calculated by Ahrrenius interpolation of the data at lower temperatures, mainly due to mass transfer limitations. No NH$_3$ oxidation has been measured up to 350°C during an empty reactor test.

The fresh and the spent catalysts have been characterized by Hg-porosimetry, SEM analysis and chemical composition.

Results and Discussion
Figure 2 shows the activity decrease measured at the pilot plant for the two elements exposed to 10 and 20 mg/Nm$^3$ for 190 and 720 h respectively. In both cases, the catalysts lost up to 10% of their original activity in only about 1 day of exposure. However, after this short period of time the deactivation proceeded at a slower
but constant rate. At the end of the exposure, KP10 and KP20 lost 38 and 23% of their original activity respectively.

Table 1: Elemental bulk analysis of KP10.

<table>
<thead>
<tr>
<th>KP10 Element</th>
<th>Top wt%</th>
<th>Bottom wt%</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>2.45</td>
<td>1.44</td>
</tr>
<tr>
<td>P</td>
<td>0.77</td>
<td>0.46</td>
</tr>
<tr>
<td>V</td>
<td>2.46</td>
<td>1.61</td>
</tr>
<tr>
<td>K/P</td>
<td>3.17</td>
<td>3.10</td>
</tr>
</tbody>
</table>

Table 1 shows the results of the chemical analysis made with samples cut at the end of the exposure from both the top and the bottom of the element KP10, together with the calculated K/P ratios (wt/wt). From the results it is possible to see that high levels of K were found in the catalyst walls, especially at the top of the element. This fact can be explained by the high mass transfer at the monolith inlet due to the developing flow. Moreover, it can be seen that the measured K/P ratio was lower than the one present in the K$_3$PO$_4$ molecule, which is equal to 3.8 on mass basis. The reasons for this result are not clear, but they would point to condensation reaction between the K$_3$PO$_4$ molecules in the gas phase with release of KOH.

Analysis of the samples by SEM-EDX showed a different penetration degree for K and P. Figure 3 shows the K- and P-content in the wall of sample cut from the bottom part of KP10. Here it can be seen that the K-concentration was found to be constant along the wall at a value of around 0.7 wt%. Contrarily, the P-concentration was found to be higher at the catalyst surface and almost zero at the inner points into the wall.

In order to explain the different penetration of K and P, mainly two explanations are possible. The first one assumes i) transport of K$_3$PO$_4$ particles inside the wall; and ii) reaction with the catalyst surface with release of H$_3$PO$_4$ in the gas phase. The second explanation would instead assume i) deposition of K$_3$PO$_4$ on the outer wall; ii) reaction on the catalyst surface forming KOH and iii) transport of KOH inside the wall. The first mechanism does not seem likely. According to its Tamman and Hütting temperatures, K$_3$PO$_4$ is not mobile at the SCR temperatures and therefore its penetration in the form of K$_3$PO$_4$ is unlikely. On the other hand, KOH melts at 360°C and is likely to be very mobile at the SCR temperature. It could also be imagined that the transport of K could have been due to surface diffusion of K-atoms caused by K-gradients in the wall. This mechanism cannot be excluded. However, in this case, the profile in the K-concentration showed in Figure 3 would suggest a diffusion rate faster than the deposition rate.

The two exposed monoliths have been further investigated in the laboratory in order to correlate the local values of the intrinsic activities with the specific bulk K- and P-content for the samples. Figure 4 shows the results of the activity measurements carried out with powderized samples cut from the top and the bottom of KP10, together with the test made using powderized fresh catalyst. As expected, the relative activities measured with the powderized catalysts were lower than the one measured on the monoliths due to the hiding effect of mass transfer limitations. The sample cut from the top of the KP10 element only conserved 9% of the original activity, whereas the sample cut from the bottom of the same element retained 30%. Considering the different K/V ratios measured by EDX (K/V=0.2 for KP10 bottom), these results are in good agreement with previous investigation about deactivation by K carried out by wet impregnation with aqueous solution of K-salts. This fact indicates that the deactivation seen is mainly caused by K. The mechanism of deactivation will therefore include reaction between K and the
Conclusions

The main objective of this Ph.D. project is to study the effects of the proposed “anti-deposition” additives on the SCR catalysts. K-P salts might be the results of the addition process. Their effects on the SCR catalysts have then been studied.

K is known to be a dangerous poison when present in the flue gas in KCl and K2SO4 aerosols [2]. The results obtained in this work show that no beneficial effect is obtained by bounding K in K-P particles. The formed salts will not be mobile on the catalyst surface due to their higher melting temperature. However, they are not stable at the SCR temperature and in the presence of H2O in the flue gas. Therefore, they tend to free some K and/or KOH that can penetrate the walls and efficiently deactivate the catalysts.
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Catalytic Conversion of Syngas to Mixed Long Chain Alcohols

Abstract
The catalytic synthesis of higher alcohols from syngas is a promising route to synthetic transportation fuels from biomass/coal via gasification. This project deals with an optimization of the alcohol synthesis process and catalyst. The experimental facilities and the results of preliminary investigations of the reaction kinetics are presented. The alcohol synthesis has a significant potential, but further improvements of catalyst productivity and selectivity are still needed for a commercially viable project.

Introduction
The campaigns in connection with the recently held election in Denmark unequivocally revealed the existence of a broad political consensus to reduce the environmental impact of the transportation sector and to avoid unnecessary dependence upon the often politically unstable oil-exporting countries. A method for generating synthetic transportation fuels is a gasification of coal and/or biomass by reaction with steam at high temperature. This generates a H₂/CO containing gas called synthesis gas or syngas. The generated syngas can then be converted to liquid transportation fuels in a catalytic reaction. An important benefit of the gasification route to liquid transportation fuels compared to for example fermentation of biomass is the ability to co-process various feedstocks like biomass, coal and residential wastes. This provides the process with an excellent flexibility towards for instance seasonal variations in biomass availability. Methanol has a high octane number and is today produced from syngas (derived from natural gas) in a very effective synthesis. Methanol would thus appear to be a very suitable synthetic fuel, but methanol is corrosive and methanol/gasoline mixtures have a tendency to separate into two phases in cold weather and in the presence of water[1,2]. A synthetic fuel more suited for blending with gasoline is a mixture of methanol and higher alcohols (primarily ethanol). As the higher alcohols act as co-solvents to methanol, this mixture does not have the same phase separation issues[1,2].

The mixture of methanol and higher alcohols can be produced over a wide variety of modified methanol or Fischer Tropsch synthesis catalysts[3-5]. A very promising catalytic system appears to be alkali-promoted sulfides of molybdenum or cobalt-molybdenum, which, at high pressure and low temperature, primarily produces linear alcohols with short hydrocarbons as the main by-product[5].

Specific Objectives
The specific objective of the present Ph.D. project is to improve the activity and selectivity of the molybdenum sulfide catalysts in order to minimize bi-product (primarily methane) formation. This will be achieved through an optimization of the catalyst formulation and potentially through the inclusion of novel additives to the formulation. Furthermore the practical use of the alcohol synthesis catalyst will be examined. This will include an investigation of the possibility for work-up of smaller components of lower value (e.g. methanol) to higher alcohols as well as an investigation of catalyst poisoning phenomena. Finally it is an objective of the present studies to further elucidate the reaction mechanism and achieve a theoretical description of the reaction kinetics. This will aid in the assessment of the potential of the process and be of practical use in for example reactor design.

Experimental work
The experimental investigations conducted with the catalyst are carried out using a high pressure reactor setup at the department of chemical engineering. The setup was originally constructed to study the direct gas phase conversion of natural gas to methanol[6].

A diagram of the experimental setup is depicted in figure 1.
Figure 1: Diagram showing the experimental setup. BFM: Bubble flow meter; GC: Gas Chromatograph; MF(P)C: Mass flow (pressure) controller; Heat tracing is indicated by sinusoidal curves.

The examinations have hitherto been conducted with a carbon supported K₂CO₃/Co/MoS₂ catalyst (2.9 (w/w)% Co; 14.8 (w/w)% Mo) provided by Haldor Topsøe A/S. A bed of catalyst is placed in a quartz tube contained inside a stainless steel pressure shell. The pressure shell itself is placed inside an oven, which provides the relevant reaction temperature. Nitrogen is dosed to the pressure shell to ensure equal pressure on both sides of the quartz tube wall. Characterisation of gaseous reaction products is conducted using a GC-FID/TCD detection system, but the setup also has the possibility to condense a liquid alcohol product.

Results and Discussion

Figure 2 illustrates the development of alcohol selectivity and space time yield (productivity per mass of catalyst) with temperature for the catalyst.

![Graph showing selectivity and space time yield vs temperature](image)

Table 1 summarizes the kinetic parameters for alcohol formation over the K₂CO₃/Co/MoS₂/C catalyst.

<table>
<thead>
<tr>
<th>Component</th>
<th>$E_a / \text{kJ mol}^{-1}$</th>
<th>Reaction orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂(a)</td>
<td></td>
<td>$\alpha_a$</td>
</tr>
<tr>
<td>CO(b)</td>
<td></td>
<td>$\beta_b$</td>
</tr>
<tr>
<td>H₂S(c)</td>
<td></td>
<td>$\gamma_c$</td>
</tr>
<tr>
<td>Methanol</td>
<td>55</td>
<td>1.58 -0.16 -0.33</td>
</tr>
<tr>
<td>Ethanol</td>
<td>91</td>
<td>1.48 0.22 -0.27</td>
</tr>
<tr>
<td>1-Propanol</td>
<td>122</td>
<td>1.00 0.32 -0.10</td>
</tr>
<tr>
<td>1-Butanol</td>
<td>142</td>
<td>0.69 0.44 0.12</td>
</tr>
</tbody>
</table>

Conclusions

The synthesis of mixed higher alcohols from syngas derived from coal/biomass is a promising route to synthetic liquid fuels. The alcohol selectivity does however need to be improved to achieve a commercially viable product. The preliminary kinetic investigations reveal high H₂ reaction orders and low CO reaction orders, which indicates a high CO surface coverage at reaction conditions.
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Innovation in Integrated Chemical Product-Process Design - Development through a Model-Based Systems Approach

Abstract
The chemical industry has recently started to focus attention on ‘consumer-oriented’ chemical products; for these complex kinds of products, it is important to have the right properties in order to meet the consumer needs. To satisfy these needs, the aim of chemical product and process design is to find a candidate product that exhibits the targeted behaviour and to find a process that can manufacture it for the specified qualities. A systematic design methodology is being developed for this purpose using a framework for model-based design supplemented by experimental data: the framework allows the generation and use of process-product models for various design related calculations.

Introduction
The ‘consumer-oriented’ products are a new generation of products; they are mainly structured products and formulations [1]. In the structured products the micro structural properties are related to the desired product functions; they can be small and simple molecules such as solvents, or large and complex molecules such as drugs, cosmetics, detergents, agrochemicals, and so on. In formulations, the functional properties are further enhanced with the addition of other products, as ingredients to flavors, solvent blends, coatings and so on. These complex products need to have the right properties in order to meet the consumer needs, which are actually the target properties required.
This project aims to develop a systematic framework for the model-based design of chemical products and the process to manufacture them, employing computer aided methods.

Objectives
The main purpose of the project is to develop a library of models, collecting models already developed by CAPEC co-workers and developing new models, then to organize the models in a systematic framework through which product and process design problems can be solved more easily, quickly and efficiently.

The modeling effort deals with developing three different kinds of models:
- properties models, for the properties which affect the performance and the manufacturing processes;
- performance process models, for the process in which the product will be employed/used;
- manufacturing process models, for the process through which the product will be manufactured/produced.

All these models have to be organized in a systematic framework [2], which has to be divided in different sections: a section for the problem definition and target settings, a section for the calculation of the properties, one in which the performance model is solved, one in which the manufacturing model is solved, and finally a section for the verification/evaluation of the solution/solutions obtained. In such a framework the points of innovation are numerous: the product and the process are designed simultaneously (integrated product and process design [2]) in order to find at the same time a product that matches the target criteria and that can be reliably and economically manufactured, avoiding failures in designing products that can not be produced because of high costs or infeasibilities in the production. In addition, the design is based on the reverse approach which has different advantages over the more conventional forward approach: it is computationally inexpensive, it has the potential to find all the products that match the desired criteria in only one-flow of the algorithm, it gives the opportunity of combining models that are multidisciplinary and multiscale.

At least three case studies will be considered in this project, all coming from industry; they will be able to prove the validity of the models developed and the validity of the framework for the product and process.
The products that could be considered are pharmaceuticals, pesticides/agrochemicals and personal care products.

**Description**

While in the past chemical product and process design focused mainly on the process (how-to-make), this new generation of ‘consumer-oriented’ products requires this perspective to be changed: the design has to be product based (what-to-make). In addition, to avoid waste in time and resources, it is important product and process are designed simultaneously.

In this project, both these necessities are satisfied: first, with the reverse approach the product and process design becomes a product based design; second, the systematic framework gives the possibility of the integration between the product design and the process design. In addition, multiscale and multidisciplinary models can be combined in such a framework, and with this methodology not only one but all the products that match the desired targets are found as solution to the design problem.

The project has elements of innovation which contribute to the state of the art in chemical process design and development. Currently, the product and the process to manufacture it are designed separately; in addition, the design is based mainly on experiments, spending a lot of time and resources in trial-and-error procedures. Besides, also the current computer-aided research has some disadvantages, since the approach employed (the forward approach) is computationally expensive, requires iterations and proceeds testing one product per time. Innovation is needed. In this project, the search for innovation will be carried out through the following options:

- product and process are designed simultaneously;
- the design is computer based and the models used are truly predictive;
- the approach is the reverse approach: all products that match the criteria are identified and analyzed with respect to a performance index.

The framework represents a goal in product and process design both for the research and the industry; the design can be completely computer-aided, and the experimental part can be conducted as the final step of the design, in order to test a small number of candidate products. The systematic framework is a powerful instrument, where numerous models are collected in order to be able to design a large range of products, where multiscale and multidisciplinary models are implemented, where the product, the performance process and the manufacturing process can be designed together, and, finally, where the products can also be verified. From an industrial point of view this instrument leads to a drastic decrease in the experimental effort, and, as a consequence, a drastic reduction in time and resources employed in the research.

**The method**

In a product and process design problem for consumer oriented products, the target criteria for the product have to meet consumer’s needs; so, in the case of an insect repellent lotion for example, the targets are: the efficiency of the repellent has to be high, the lotion does not have to be sticky and toxic, the lotion has preferably to be spray. These preferences have to be translated into chemical properties for example a lotion can be sprayed only if the viscosity is under a certain value, and the lotion should not be toxic (if the NFPA index of the mixture is low).

The conventional way to solve a product and process design problem which involves a process model and properties models is using the forward approach: once the target criteria for the product are set, the design problem is started by guessing a product, then an algorithm which combines the process model and the properties models is solved, in order to obtain the performance of the product; finally the behavior obtained is compared with the target. If they match, one product that satisfies the target criteria has been found, if they do not, another product has to be guessed and the procedure described above has to be repeated until at least a product that matches is found. First, from a computational point of view it is expensive to implement the properties models in the same algorithm where the process model is implemented; second, with this approach an iterative solution method is needed and, third, in this way only one product that matches is found iterating several times.

In the reverse approach [1], the algorithm is based on the idea that all processes depend on some properties of the products. Based on this assumption, the algorithm splits the solution of the whole model into two stages. In the first stage the targets for properties are set, and this is done by setting the performance criteria of the process; then the process model is solved with property parameters as the unknown variables. In the second stage, properties model are used to obtain all the products that match the target properties calculated in the first stage. With this approach, properties models and process model are solved separately (computationally inexpensive), iterations are not needed and in only one-flow of the algorithm all products that match are found.

Current and future work involves the development of the framework for model-based product-process design.

**References**

Reactivity and Burnout of Wood

Abstract
Wood is increasingly used as a CO\textsubscript{2}-neutral and renewable fuel for the production of heat and power in highly efficient suspension fired power plants. In suspension fired boilers wood char oxidation is the slowest step and determines the degree of burnout of the fuel, thus affecting the efficiency of the plant. In order to enable prediction of the burnout and main heat release profile, wood char needs to be characterized, its reactivity to oxygen has to be assessed and kinetic data must be coupled with suitable models accounting for transport processes and char transformation during combustion. This project addresses these issues by means of experimental work at laboratory-pilot- and full-scale as well as modeling.

Introduction
The large availability of wood, neutrality with respect to CO\textsubscript{2} emissions and the fact that it is a renewable source make it a very attractive solid fuel for combined heat and power plants. Nowadays a variety of wood species are burned in power plants, depending on the location of the plant, the wood-related activities in the area (pulp and paper industry, sawmills, etc.) and other economical reasons; wood from conventional forestry, residues from manufacturing of wood-based products such as bark, sawdust and off-cuts from sawmills are some of the sources of wood fuel.

The most common techniques for the combustion of wood in combined heat and power plants are grate and suspension firing; this project deals with the latter. Suspension firing has been used for decades to burn pulverized coal; environmental concern and legislation have contributed to the conversion of some of those plants to wood combustion and to the building of new pulverized wood power plants. Today, the world’s largest pulverized wood fired power plant in operation is in Denmark.

Wood is usually delivered to the plant as wood pellets (Figure 1) that are opened by milling prior to entering the boiler; what is fed to the boiler is thus pulverized wood, as is seen in Fig.1.

As they enter the furnace, the wood particles are heated up very quickly to high temperatures and thereby release volatiles (this process known as pyrolysis), leaving a solid residue called char. The subsequent oxidation of the char is the slowest step in the conversion of wood and thus determines the degree of burnout of the fuel as well as the heat release profile in the boiler, affecting the operation and efficiency of the plant.

It is well known that pyrolysis conditions influence both the yield of char and its properties, including size, morphology, composition and reactivity. On the other hand, few studies are available in the literature about characterization of char produced at boiler-like conditions [1-3].

Figure 1: a) wood pellets, b) pulverized wood.

In suspension boilers wood pyrolysis occurs in a time interval of the order of ms, whereas the subsequent oxidation of the char takes up to several seconds [4]. It is therefore evident that the process of char oxidation is the most relevant when the degree of burnout (conversion) of the fuel is to be calculated. In this
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perspective, it is vital to assess the reactivity of the char to oxygen.

There is a well-established awareness that the reactivity of chars from wood is far higher than the reactivity of chars from coal [5]; nevertheless, the dependence of char properties on pyrolysis conditions together with the heterogeneity of wood, result in a relatively poor agreement among published kinetic data for the oxidation of wood char.

It is not reactivity alone that determines the degree of char conversion in a suspension boiler. In fact, heat and mass transport play an important role; therefore a model is needed to combine char oxidation reactivity with transport phenomena during combustion. Several single char particle combustion models are available in the literature [6-8]; most of them were developed for char from coal and need therefore to be modified to apply to wood char combustion.

Specific Objectives
The overall objective of the project is to develop tools that can be applied to predict wood fuel burnout in suspension fired boilers.

This goal is approached by:
- Investigation of the relation between wood char properties and pyrolysis conditions;
- Assessment of wood char oxidation reactivity;
- Modeling of wood char particle combustion.

Experimental
Experimental work was carried out to investigate the influence of high-temperature pyrolysis on wood char properties. chars from different wood fuels (pine wood and beech swadust) were produced in a pilot-scale entrained flow reactor (EFR). The pyrolysis tests were carried out at different pyrolysis temperatures in the range 1073 K to 1573 K and with different fuel size fractions. With this reactor the wood particles experienced rapid heating and high temperatures, which reproduces the conditions in a real suspension boiler. For comparison, char was also produced in a thermogravimetric analyzer (TGA) at much lower heating rate (10-20 K/min).

The produced chars were analyzed by SEM microscopy to relate pyrolysis conditions to char morphology and size. Moreover the chars were oxidized in TGA in 4% O2 – 96% N2 atmosphere, during non-isothermal runs; the applied heating rate was as slow as 2 K/min, so that transport limitations could be avoided. The TGA mass loss curves were used to derive the char oxidation kinetics (assuming a single first order reaction) whereas the residual ash content in char was used to calculate the yield of char during pyrolysis.

Results and discussion
Figure 2 shows a SEM picture of a pine particle in which the typical fibrous structure of wood is easily recognized. Figure 3 to Figure 5 show chars from pine wood produced at different conditions. Pine pyrolysis at 1373K and heating rate 10K/min in the TGA yielded a char that retained completely the fibrous structure, as seen in Figure 3.

The influence of pyrolysis conditions on pine char morphology is evident when char in Figure 3 is compared to the one in Figure 4 and Figure 5, produced in the EFR at boiler-like conditions: during pyrolysis in EFR pine wood particles went through a molten phase and completely lost the typical fiber-like structure of wood. The char appears as porous spheres. This agrees with results of previous studies by Cetin et al. [1] and Zolin [2]; they both found that biomass particles pyrolyzed at high temperatures and high heating rate undergo plastic deformation to different extents depending on parent fuel and pyrolysis conditions.
Pine char morphology was similar for all the conditions and sizes applied; almost all the particles had the same spherical shape. Yet there was an effect of pyrolysis temperature on char: char particle size and char yield decreased as pyrolysis temperature increased.

Char from beech sawdust had a different morphology from that of pine char, as seen in Figure 6. The parent particles didn’t seem to have melted completely during pyrolysis, although the char particle surface was smooth, indicating that some plasticity was attained.

Beech char morphology changed with pyrolysis temperature, in that higher temperature char particles were smoother and their structure was less similar to that of the original particles. Moreover, some of the beech char particles had a more round shape than others; the fraction of these round particles was higher when pyrolysis had occurred at higher temperature.

The different ash content in pine wood and beech sawdust probably plays a very important role in determining char morphology. Jones et al. [9] have shown that mineral matter in wood affects the extent and the kind of structural changes of wood during pyrolysis. The higher ash and potassium content of beech sawdust, as reported in Table 1, may thus be responsible for beech particles not to have melted like pine particles during pyrolysis in EFR.

Table 1: Ash content and ash composition of the fuels.

<table>
<thead>
<tr>
<th></th>
<th>Pine</th>
<th>Beech sawdust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ash (wt%, d.b.)</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>Ca (wt%, d.b.)</td>
<td>0.125</td>
<td>0.190</td>
</tr>
<tr>
<td>K (wt%, d.b.)</td>
<td>0.033</td>
<td>0.095</td>
</tr>
<tr>
<td>Mg (wt%, d.b.)</td>
<td>0.027</td>
<td>0.029</td>
</tr>
<tr>
<td>Si (wt%, d.b.)</td>
<td>0.065</td>
<td>0.063</td>
</tr>
</tbody>
</table>

It is important to stress that the ash forming matter in wood has a very strong influence on many aspects of wood pyrolysis and combustion. This study confirms previous observations that the mineral matter content, and in particular the potassium content, influences char yield [9,10].

In Figure 7 the char yields from the pyrolysis tests are shown. As the pyrolysis temperature increases, char yield decreases. At any temperature in the applied interval pyrolysis in TGA had much higher char yield than fast pyrolysis in EFR, which was as low as 1% to 2.6% for pine wood and 4.7% to 6.1% for beech sawdust on a dry ash free basis.

As far as char reactivity is concerned, a volumetric reaction model was used to analyze the mass loss curves from TGA experiments to determine the oxidation kinetics. The model assumes a single first order reaction (SFOR).

In order to make comparison of char reactivity easier the activation energy $E_a$ was fixed at 166 kJ/mol and the pre-exponential factor was thus the only parameter to be derived. This method had been used previously by Zolin
Good agreement was generally found between experimental data and mass loss curves generated with the derived SFOR kinetic parameters. Some of the kinetic results are illustrated in Figure 8, which shows the calculated pre-exponential factor as a function of the temperature of formation (pyrolysis temperature) of the chars.

Figure 8: Oxidation reactivity (pre-exponential factor) of char. Activation energy was set to 166 kJ/mol. ▲: chars produced in STA, pine particles of nominal size 90-125 µm; ◊: EFR pine chars, parent particles of nominal size 90-125 µm; +: EFR pine chars, parent particles of nominal size 250-355 µm; ■: EFR beech chars, parent particles of nominal size 250-355 µm.

As can be seen in Figure 8, chars produced in EFR under boiler-like conditions had higher reactivity than those produced at much milder conditions in the TGA analyzer. This is probably due to the major transformation of the particle structure during fast pyrolysis. Mineral matter also affects char reactivity; potassium and calcium, for instance, are known to catalyze the oxidation reaction [9,10]. This agrees with the observation, from Figure 8, that beech char was more reactive than pine char.

Conclusions

Pyrolysis experiments were carried out in an Entrained Flow Reactor (EFR) and in a thermogravimetric analyzer (TGA), to investigate how char properties depend on pyrolysis conditions. Pine wood and beech sawdust were used as fuels. The produced char was analyzed by SEM microscopy and its reactivity to oxygen was assessed by thermogravimetry.

Wood particles subjected to rapid heating to high temperatures in the EFR did not retain the typical wood fibrous structure: pine char particles were spherical and highly porous, beech char particles were less spherical but still porous with a smooth surface, indicating some plasticity during pyrolysis.

The char yield of pyrolysis in EFR was far lower than that of slow pyrolysis in TGA. EFR chars had a higher reactivity than TGA chars.

The mineral matter content of the fuel has been shown to be very important in determining char characteristics during fast pyrolysis, including char morphology and char reactivity. The fuel with the lowest ash content (pine) attained a greater structural modification of the particles during pyrolysis. Moreover, the catalytic action of mineral matter could explain the fact that the char from the more ash containing fuel (beech) had higher oxidation reactivity.
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Quantitative Experimental Design for Stochastic Differential Equations

Abstract
An important and necessary step during dynamic model development is to design experiments. The aim of quantitative experimental design is to maximize the information required for parameter estimation to minimize their uncertainty by manipulating various control variables such as the initial values of the system states, the sampling times the input profile values and their switching times between the values. An algorithm for design of experiments for stochastic differential equations based on an iterated extended Kalman Filter for solving a system of stochastic differential equations is presented. An optimal experimental design for a fed-batch bioreactor is used as benchmark.

Introduction
In different applications such as design, control, optimization, in (bio)chemical engineering and especially in developing (enzymatic) reaction networks it is desirable to develop quantitative mechanistic dynamic process models to describe and understand the process under investigation.

It is therefore necessary to perform parameter estimation and validation of the model against experimental data. Generating and collecting experimental data is an expensive operation and in order to reduce the amount of data required, experimental design is a prerequisite step. Performing model based experimental design means to maximize the information content for parameters estimation while minimizing the number of experiments. Experimental design consists in principle of two phases: qualitative and quantitative experimental design [1]. Qualitative experimental design concerns determining which input variables should be varied and which outputs should be measured in the experiments in order to be able to render unknown model parameters identifiable [1]. Quantitative experimental design, which represents the main topic of this paper, concerns determining the optimal sampling time of the measurements, the input values, the times to switch between the values and the initial values of the states.

Several investigators have addressed quantitative experimental design for dynamic models. Koerikel, [2], was among the first to develop the concepts and algorithms for quantitative experimental design for nonlinear dynamic models in forms of systems of ordinary differential equations or differential-algebraic equations. However for processes described by stochastic nonlinear differential equations this topic has received limited attention this far, at least based on the authors’ knowledge. Stochastic differential equations provide an opportunity for investigating experimental design for different relations between model and measurement uncertainty. Thereby attention may be focused upon development of more robust experimental designs than possible with deterministic models.

The main contribution of this paper is the development of a procedure and its algorithmic implementation as a software tool for performing quantitative experimental design for parameter estimation for stochastic differential equation models. The classical D-optimal design criterion is employed here. The algorithm is applied to a bioengineering example, which is used for benchmarking the methodology.

Specific Objectives
The objectives of the work are:
- To develop a methodology and an algorithm addressing the problem of quantitative experimental design for stochastic differential equations
- To illustrate the methodology though a case study

Methodology
Two approaches are usually taken when incorporating prior available knowledge about the
model parameters. The first approach takes into account the a-priori uncertainty of the model parameters ($\theta$). The parameters are assumed to belong to a population with a known distribution $p(\theta)$. In this fashion, an ED-optimal experiment is one for which the choice of experiment decision variables maximizes the expected value over the population of possible parameter values [3]. Experiments designed in this way are good on average but can be poor for some values of the parameters [3].

The second approach aims to determine experimental designs $\phi_{WC}$ that optimize the worst possible performance for any value of $\theta$ parameters in the parameter space. Using this approach the only prior information needed about $\theta$ is the admissible domain. In this way the design tries to ensure acceptable performance for all possible values of $\theta$.

The problem of quantitative experimental design for stochastic differential equations is going to be solved as a dynamic optimization problem similar to the case of DAE proposed by [3] where the design variables to be optimized are the initial values of the stochastic states, the input profile values and their switching time and the sampling times. The objective function is to maximize the information content.

The optimization algorithm selected for this problem is a differential-evolution based algorithm with a small adaptation. The motivation for selecting a differential-evolution based algorithm is this is a global type of optimization algorithm, which can handle constraints and where the objective function can be noisy. Moreover, a differential-evolution based algorithm is one of the fastest algorithms for global search in terms of number of function evaluations needed to achieve an acceptable convergence. Various reviews on global optimization algorithms have demonstrated these properties in comparison with other algorithms [4].

Differential evolution (DE), in principle, works with a population $P_G$, of candidate solutions. These candidate solutions are $G$ individuals of the population. A constant population during the optimization process, consisting of NP, real-valued vectors $\Phi_{iG}$ is used. The “i” indexes the population NP and $G$ is the generation to which the population belongs. The population $P_{G=0}$ is initialized with random values chosen from within given boundaries. The vectors in the current population, $P_G$, are randomly sampled and combined to create candidate vectors for the next generation, $P_{G+1}$. Several operations have been proposed in literature for obtaining the trial population $P_{G+1}$. A simple algorithm is used to drive the population into the feasible domain as described below:

- If both compared solutions are feasible, the one improving the objective function value is selected.
- If one solution is feasible and the second is infeasible then the feasible one is selected.
- If the compared solutions are infeasible, the sum of the constraints function violation is computed and the one for which the total violation is smallest will be selected.

The objective function is a standard scalar measure of the Fisher Information Matrix (FIM) e.g. the determinant of the matrix (D criterion). Since the data sets are to be collected for parameter estimation, initially the focus will be on all unknown parameters, thus the D-optimal experimental design will be considered in this work. The Fisher Information Matrix expresses the informational content. In a general formulation, the FIM is computed as the negative of the expectation of the second derivative of the likelihood function. In this framework the FIM will be computed using a Monte Carlo type of method as proposed by Spall [5]. The main idea is to generate a large number N of Hessian matrices in a Monte Carlo fashion and then to average them and obtain a FIM estimate. The algorithm used for calculating the design objective is illustrated in Figure 1.

![Figure 1: The algorithm used for computing the Fisher Information Matrix](image-url)
values but only the evaluation of the constraints functions is required. Because of that, for finding the first feasible solution an effective selection pressure will be applied. This results in a fast convergence to the feasible regions of the search space [6].

Case study
This section presents the application of the algorithm to a model described by 2 stochastic differential equations. The model represents a fed-batch bio-reactor Asprey[3]. The system of ordinary differential equations has been modified to a system of stochastic differential equations. The diffusion terms are considered to be independent of the states. The model equations are reproduced below and the modifications included.

\[
dx_1 = (r - u_1 - \theta_1) \cdot x_1 \cdot dt + \sigma_1 \cdot d\omega
dx_2 = -\frac{r \cdot x_1}{\theta_3} + u_1 \cdot (u_2 - x_2) + \sigma_2 \cdot d\omega
\]

\[
r = \frac{\theta_1 \cdot x_1}{\theta_1 + x_2}
\]

In the equations above eq. (1-2), \(x_1\) represents the biomass concentration [g/l], \(x_2\) represents the substrate concentration [g/l], \(u_1\) is the dilution rate [h⁻¹] and \(u_2\) is the substrate concentration in the feed [g/l], the \(\sigma_1\) and \(\sigma_2\) represents the diffusion terms. The experimental conditions are:

- The initial concentration, \(x_2^0\), is always 0.1 [g/l] and cannot be manipulated for experimental design purposes.
- Both \(x_1\) and \(x_2\) can be measured during the experiments. The objective is to design an experiment that will maximize the information for estimation of the four-model parameters \(\theta_1-\theta_4\).

Results
The experimental design performed and reported here is equivalent to the first step of the robust optimal design proposed by [3]. In the original paper the authors also consider a known interval for each of the parameters. However, the goal of this comparison is testing the algorithm and the developed program rather than a full comparison of results/performance. The set of initial conditions is given below, in Table 1.

Table 1: Initial design as in [2].

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_1)</td>
<td>5.5</td>
</tr>
<tr>
<td>(t_{sp1}): i = 1, K, n_{sp}</td>
<td>2.0, 4.0, 6.0, 8.0, 10.0, 12.0, 14.0, 16.0, 18.0, 20.0</td>
</tr>
<tr>
<td>(t_{rel2}): i = 1, K, n_{rel1}</td>
<td>4.0, 8.0, 12.0, 16.0, 20.0</td>
</tr>
<tr>
<td>(t_{rel2}): i = 1, K, n_{rel2}</td>
<td>4.0, 8.0, 12.0, 16.0, 20.0</td>
</tr>
<tr>
<td>(z_{rel}): i = 1, K, n_{relv1}</td>
<td>0.12, 0.12, 0.12, 0.12, 0.12</td>
</tr>
<tr>
<td>(z_{rel}): i = 1, K, n_{relv2}</td>
<td>15.0, 15.0, 15.0, 15.0, 15.0</td>
</tr>
</tbody>
</table>

The value reported by Asprey, [3] for this initial design obtained using the approach presented in the same paper was \(\text{det}(\text{FIM})=2.410 \times 10^8\). The simulation data using this initial design and the parameters \(\Sigma = 0.01\) and \(S=1.0e-8\) are plotted in figures 2-3. By \(\Sigma\) it is denoted the diagonal matrix containing all the diffusion terms.

Figure 2: Initial input profiles, before performing experimental design.

Figure 3: The output profiles for the initial design.

The results obtained after optimization with the following values for \(\Sigma = 0.01, S=1.0e-10\) and the optimization parameters \(G=5800, NP = 15, N = 100\) are given in Table 3.

The design criteria has been improved significantly to a value of \(-\log(\text{det}(\text{FIM})) = -20.01\) or \(\text{det}(\text{FIM}) = 4.9 \times 10^8\)
Thus, by applying optimal experimental design the information content of the data for parameter estimation much larger.

Table 3: Optimized experimental design

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>9.85E+00</td>
</tr>
<tr>
<td>$t_{sp1}$, $i = 1, K$</td>
<td>1.01, 2.46, 4.56, 6.84, 8.82, 2.85, 3.29, 3.47, 3.61, 3.99</td>
</tr>
<tr>
<td>$t_{sw1}$, $i = 1, K$, $n_{sw1}$</td>
<td>0.21, 3.61, 13.45, 27.59, 36.66</td>
</tr>
<tr>
<td>$t_{sw2}$, $i = 1, K$, $n_{sw2}$</td>
<td>0.15, 12.56, 25.34, 29.85, 38.8</td>
</tr>
<tr>
<td>$z_{fi}$, $i = 1, K$, $n_{sw1}$</td>
<td>0.168, 0.06, 0.15, 0.06, 0.08</td>
</tr>
<tr>
<td>$z_{fi}$, $i = 1, K$, $n_{sw2}$</td>
<td>33.73, 6.68, 16.51, 10.71, 5.70</td>
</tr>
</tbody>
</table>

The simulated profiles of the obtained experimental design as well as the values of the inputs and their switching time are given below in figures 4-5.

Figure 4: Input profile, after performing experimental design.

Figure 5: The output profiles for the optimal design

Even though the results presented in Table 2 and Figures 4-5 represents the output of a D optimal experimental design, when comparing with the Asprey [2] paper the results are different. The differences appears both from the difference in the objective value criterion and from the nature of the stochastic differential equations.
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Surface Polymerisation Methods for Optimized Adhesion

Abstract
This Ph.D. project, which focuses on surface modification and surface characterisation, is part of an integrated framework programme on “Interface design of composite materials”. As the project draws to an end, this paper summarises some of the main findings.

Introduction
Plasma polymerisation is widely used as a surface modification technique, e.g. for modifying carbon fibres in order to achieve an improvement in the strength of the fibre/matrix interface. In the present study glassy carbon was used as a planar model of carbon fibres. This model system has been confirmed by Launay et al. [1]. Glassy carbon and PE substrates were modified using a low-power AC 2-phase plasma system as described by Winther-Jensen et al [2]. The plasma modification technique allows for using a wide range of (organic and/or inorganic) monomers as well as for varying the coating thickness. The plasma modification time can vary from seconds to several minutes. The drawback of plasma polymerisation is that the resulting structure of the created layers is complicated and thus difficult to characterise, requiring detailed surface characterisation techniques.

The main goal of this Ph.D. study is to investigate the influence of functional groups and their density on the interfacial strength of adhesion between modified glassy carbon and epoxy resin. Different densities of functional groups on the surface were obtained by introducing different plasma power levels during the plasma modification. Furthermore, changes in the surface chemistry and topography of the modified surfaces were examined.

Results
Previously, Friedrich et al. [4] have studied the influence of different functional groups on the interfacial strength, i.e. between plasma modified layers and aluminium. Friedrich found carboxylic acid groups to yield promising results, and hence it was decided to investigate carboxylic acid groups as means of optimizing adhesion. Since maleic anhydride is well studied and widely used in industry, this monomer was chosen for the surface modification.

By using maleic anhydride one obtains surfaces having a high density of carboxylic acid (after hydrolysis of anhydride groups). To study the influence of carboxylic acid groups on the interfacial adhesion strength between the modified layer/matrix, i.e. for a low density of carboxylic acid groups, the 1,2-methylenedioxy benzene monomer was therefore investigated for comparison. This monomer has previously been examined by Winther-Jensen et al. [5], who has demonstrated that carboxylic acid groups are produced on the surface under the plasma conditions. Lastly, both of the monomers mentioned above were mixed together in order to obtain surfaces with an “intermediate” concentration of carboxylic acid groups.

The surfaces modified with maleic anhydride and 1,2-methylenedioxy benzene were polymerised with a range of plasma energies from 0.3 to 0.8 W/L (up to 1.2 W/L for maleic anhydride), holding the polymerisation time constant. No significant changes were found in the surface chemistry from XPS and ATR-FTIR analysis, while measurements of the thicknesses of the coatings showed significant changes. Since the surfaces were modified with different plasma powers and constant polymerisation time, the thickness changes can be attributed to different rates of deposition/polymerisation.

The deposition rate was found to increase with the plasma power. The influence of the plasma power is
clearly seen in the interfacial adhesion, where the maximum strength is achieved for glassy carbon surfaces modified with maleic anhydride, cf. Figure 1. At first glance the differences in the strength of the interface might be attributed to the thicknesses of the layers. The influence of the thickness was therefore further investigated by creating thinner layers of the modification yielding the strongest values for the fracture toughness (maleic anhydride), i.e. by reducing the polymerisation time to 3 minutes. The interface strength proved to be unchanged compared to that of the longer polymerisation, and hence we conclude that the thickness of the polymerised layer does not play an important role. A detailed discussion of the surface chemistry and the interfacial adhesion between the modified layer and the matrix can be found in Drews et al. [6].

![Figure 1](image1.png)

**Figure 1:** Initiation of the crack propagation of different plasma surface treatments, the plasma treatments in black is 10 min; in grey 3 min. The initiation fracture toughness for untreated glassy carbon is 5-7 J/m².

As seen on Figure 1, the plasma modification using 1,2-methylenedioxy benzene yield a significant and measurable improvement of the interfacial strength. This was not the case for the co-polymer made of 1,2-methylenedioxy benzene and maleic anhydride, where specimens would often break during processing to indicate a very weak interface.

The stability of the coatings of plasma modified maleic anhydride has been studied in details. The hydrolysis of the coatings is examined by the toluidine blue staining method in a number of different solutions, from low to high pH, and for varying temperature. The speed of the hydrolysis in water and in acid was found to be comparable and the plasma films stable. As for base solutions, coatings made with different plasma power (to keep the thickness constant) exhibited different temporal behaviour as shown on Figure 2. The different trends of the hydrolysis have been assigned to different levels of cross-linking of the plasma polymerised layer. For a detailed discussion, please see Drews et al. [7].

Similar base hydrolysis studies was subsequently carried out for the plasma coatings of 1,2-methylenedioxy benzene and the co-polymer. The coatings of 1,2-methylenedioxy benzene proved to be stable in 10 mM NaOH in the plasma range 0.3 – 1.2 W/L, while the co-polymer is completely unstable in the base solution.

![Figure 2](image2.png)

**Figure 2:** Schematics of the hydrolysis of anhydride groups and the dissolution of maleic anhydride coatings as a function of plasma power/constant thickness (based on hydrolysis in 10 mM NaOH).

The results of the hydrolysis seem largely consistent with the differences in the interfacial strength. Clearly, the co-polymer coatings are weak and unstable, while the plasma polymerised layers of 1,2-methylenedioxy benzene on the other hand exhibit remarkable stability. For the maleic anhydride, the layers created at low power evidently hydrolyse easily, i.e. exhibiting almost no degree of cross-linking, and thus the corresponding adhesion is also weak. The differences in the interfacial strength at intermediate and high polymerisation energy may likewise be explained by varying degrees of cross-linking: at high plasma energy, a high level of cross-linking affects the flexibility of the layer, reducing the fracture toughness (see also Drews et al. [8]).
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Development of Hyaluronic Acid-Based Nanocarriers towards the Topical Delivery of Cosmetic Active Ingredients or Pharmaceutical Drugs

Abstract
The objective of this Industrial PhD research project is the development of hyaluronic acid (HA)-based nanocarriers towards the topical delivery of cosmetic active ingredients or pharmaceutical drugs. The physico-chemical properties of native HA were modified by the introduction of alkenyl chains onto HA backbone. This new amphiphilic HA was shown to spontaneously form polymeric micelles which were characterized in aqueous media for their shape, surface charge and size. A putative molecular structure of the micelles was suggested to explain how this amphiphilic HA self-associates. We believe that the nanostructures provided by HA-based polymeric micelles could constitute a potential valuable and versatile multi-functional biocompatible and resorbable delivery system which could be used to encapsulate and transport poorly soluble compounds in aqueous media.

Introduction
HA is a natural linear polymer consisting of alternating 1,4-linked units of 1,3-linked glucuronic acid and N-acetylglucosamine (Figure 1).

**Figure 1:** Repeating unit of hyaluronic acid (sodium salt).

HA is found in all mammalian tissues and is particularly abundant in the vitreous humor of the eye, the synovial fluid and the skin [1].

Due to its biocompatibility and resorbability, HA constitutes an interesting building block for applications in drug delivery [2]. However, the development of HA carriers is impeded by the high hydrophilicity and the poor biomechanical properties of the native molecule [3]. A variety of chemical modifications have therefore been devised to provide HA with new improved physico-chemical properties [3]. In particular, introduction of alkyl chains onto the HA backbone has shown that the resulting HA derivatives exhibit significantly different physico-chemical properties compared to the native polymer and that new associative systems based on these HA derivatives can be created [4-5].

In the present research project, HA was alkenylated with octenyl succinic anhydride (OSA). The physico-chemical properties of the resulting OSA-HA derivatives were studied by fluorescence spectroscopy (FS), transmission electron microscopy (TEM), zetapotentiometry (ZP) and light scattering (LS).

Specific Objective
Colloidal carriers such as HA-based microparticles have been devised for the encapsulation of hydrocortisone [6], nerve growth factor [7] and calcitonin [8]. However, due to their dimensions, these microdevices are unsuitable for (trans)dermal applications given the dimensions of the intercellular space between skin corneocytes [9].

The objective of this research project is to develop HA-based nanocarriers towards (trans)dermal drug delivery using an innovative technology resulting in entirely biocompatible and resorbable devices conveying all HA beneficial properties in addition to the cosmetic or therapeutic efficacy of encapsulated compound(s).
Methods
OSA-HA was prepared by reacting HA with OSA under mild alkaline conditions using the method described by Tømmeraas and Eenschooten [10].

The structure of OSA-HA was confirmed by Proton Nuclear Magnetic Resonance ($^1$H NMR) (Mercury VX, Varian, Palo Alto, CA, USA).

The degree of substitution (DS) of OSA-HA, which corresponds to the number of OSA chains covalently bound per one hundred HA disaccharide units, i.e. to the ratio $y/(x + y)$ (cf. ) was determined by $^1$H NMR by comparing the intensity of the methyl protons on HA to that of the methyl protons on the covalently bound OSA chains.

The critical aggregation concentration (CAC) of OSA-HA was determined by FS using a thermostated spectrofluorometer (FluoroMax, HORIBA Jobin Yvon Inc, Edison, NJ, USA) and Nile Red as fluorophore.

The morphology of the OSA-HA polymeric micelles was studied by TEM (EM 410, Philips Electronic Instruments, Eindhoven, the Netherlands).

The size distribution of the OSA-HA polymeric micelles was evaluated by LS (AVL-CGS-8, AVL, Langen, Germany).

Results and Discussion

Chemical modification of HA
HA was modified by reaction with OSA under mild alkaline conditions.

The molecular structure of the resulting OSA-HA can be described as a comb copolymer consisting of a hydrophilic HA backbone and covalently bound hydrophobic OSA chains.

By varying experimental conditions such as HA and buffer concentrations, OSA/HA molar ratio and reaction time, OSA-HA derivatives with a degree of substitution of 6, 18 and 44 % (OSA-HA6, OSA-HA18, OSA-HA44) were prepared.

Study of the physico-chemical properties of OSA-HA

Fluorescence study
The introduction of OSA chains onto HA is expected to change the physico-chemical properties of the native HA and more specifically the intra and/or intermacromolecular interactions between HA chains. The CAC of OSA-HA was determined in a phosphate buffer saline (PBS, pH = 7.4) at 25 °C by fluorescence spectroscopy using Nile Red as fluorophore.

The maximum fluorescence emission wavelength of Nile Red was followed as a function of the OSA-HA concentration as shown in .

Figure 2: Evolution of the maximum fluorescence emission wavelength of Nile Red as a function of the OSA-HA concentration.

The latter decreases from approximately 650 to 610 nm when the OSA-HA concentration increases. Furthermore, the concentration at which this change is observed depends on the DS. Such a substantial decrease indicates that the immediate environment of Nile Red changes from polar to less polar. This is due to the increasing interactions between Nile Red and the OSA chains when OSA-HA polymeric micelles are formed.

A plot of the CAC as a function of the DS of OSA-HA indicates that the CAC linearly decreases with the DS. The increased attraction between the OSA chains at high DS indeed results in the earlier formation of the OSA-HA polymeric micelles which explains the lower CAC values found on the plot.

Microscopy study
The morphology of the OSA-HA polymeric micelles was studied in PBS (pH = 7.4), at room temperature, by TEM using a uranyl acetate negative staining. The TEM micrograph on Figure 3 illustrates that the OSA-HA polymeric micelles are relatively polydisperse spherical assemblies with diameters between 10 and 120 nm.

The difference in size between the micelles is most likely owing to the difference in the number of OSA-HA molecules involved in each micelle which can be due to the potential non-homogenous substitution of OSA chains on HA.
Electrophoretic mobility study
The zeta potential of the OSA-HA polymeric micelles was determined in PBS (pH = 7.4), at 25 °C, by zetapotentiometry. The surface of the OSA-HA polymeric micelles is negatively charged with a mean zeta potential of -28 mV. This negative charge is due to the presence, at neutral pH, of carboxylate groups on OSA-HA, arising from both the native HA backbone and the hemiesters generated during the reaction between HA and OSA.

Light scattering study
In order to get a more detailed picture of the dimensions of the OSA-HA polymeric micelles, a statistical analysis of the micelle diameters on TEM micrographs was conducted in parallel to DLS measurements. The hydrodynamic diameter of the OSA-HA polymeric micelles was determined in PBS (pH = 7.4), at room temperature, by DLS and was simulated from the micelle size distribution obtained by TEM by applying the Rayleigh-Gans-Debye (RGD) theory of dynamic light scattering [11].

Figure 4 represents the variation of the hydrodynamic diameter as a function of the scattering angle as measured by DLS and as simulated from the micelle size distribution obtained by TEM for two different values of the hydration coefficient \(\alpha\) (\(\alpha = 0\) for dehydrated micelles and \(\alpha = 12\) for hydrated micelles). The diameter values of the micelle classes on the size distribution obtained by TEM were indeed adjusted so as to take into account micelle hydration. Micelle hydration was characterized by means of a coefficient \(\alpha\) which was defined as the ratio between the volume of water and the volume of OSA-HA making up the fully hydrated micelles. Diameter values of the micelle classes on the size distribution obtained by TEM were accordingly multiplied by the constant \((\alpha + 1)^{1/3}\).

Values of the hydrodynamic diameter measured by DLS are considerably higher than those simulated from the crude microscopy data, i.e. when \(\alpha = 0\). Indeed the OSA-HA polymeric micelles are in a hydrated form during DLS measurements, whereas they lose their water content during TEM studies.

Taking micelle hydration into account in the simulation (\(\alpha = 12\)) allows a better fit between the values of the hydrodynamic diameter obtained by DLS and those obtained by microscopy and over most of the scattering angles. The fairly large deviation of the hydrodynamic diameter measured by DLS from that simulated by microscopy (with \(\alpha = 12\)) at low scattering angle indicates that few structures with dimensions superior to the detection range of the DLS instrument are present in solution. These few structures might be micelle aggregates although micelle aggregation could not clearly be identified on TEM micrographs. The comparison between the microscopy and LS evaluations shows that the OSA-HA polymeric micelles are highly hydrated structures in solution with a mean hydrodynamic diameter falling between 170 and 230 nm.

Molecular structure considerations
Chen et al. [12] have described the structure of the polymeric micelles based on HA modified with polycaprolactone (2300 Da) chains as a spherical HA hydrophilic corona surrounding a polycaprolactone hydrophobic core. Given the relatively short length of the OSA chains on HA, the aggregation of OSA-HA is unlikely to occur this way.

Substituted disaccharide units on OSA-HA were assumed to behave like monomeric surfactant molecules capable of self-associating into conventional spherical monomeric micellar domains. The OSA-HA polymeric micelles were therefore assumed to consist of a dispersion of hydrophobic domains formed by the substituted HA units in a hydrophilic matrix formed by
the remaining unmodified HA units. This structure represents the most probable molecular arrangement for the OSA-HA molecules in the polymeric micelles given the molecular structure of OSA-HA and the necessity for the OSA chains to interact in segregated hydrophobic domains.

Conclusions

Hyaluronic acid was modified with octenyl succinic anhydride so as to provide HA with new physico-chemical properties. We have shown that the hydrophobic character of the OSA-HA derivatives can be controlled by varying the experimental conditions such as the HA and buffer concentration, the OSA/HA molar ratio and the reaction time.

Association of OSA-HA in aqueous media and solubilisation of Nile Red into the hydrophobic domains formed by the OSA chains is a linear decreasing function of the degree of substitution of the derivative between 6 and 44 % and can be predicted for OSA-HA derivatives with a DS in this range.

OSA-HA polymeric micelles are negatively charged polydisperse spherical assemblies characterized by a high degree of hydration and a hydrodynamic diameter between 170 and 230 nm.

The molecular structure of the OSA-HA polymeric micelles is most probably a dispersion of OSA-rich hydrophobic monomeric micellar nanodomains into a HA-rich hydrophilic matrix.

The nanostructures provided by the OSA-HA polymeric micelles constitute a potential biocompatible and resorbable multi-functional system that could be used to solubilise and carry poorly hydrosoluble compounds. We believe that the presence of multiple hydrophobic nanodomains in the OSA-HA polymeric micelles could be useful for the controlled release of hydrophobic actives ingredients or drugs to their targeted site of action. Encapsulation of model hydrophobic compounds in stabilized OSA-HA nanocarriers and their release in vitro and in vivo will be the subject of future investigations.

Acknowledgements

We express our gratitude to the Danish Ministry of Science, Technology and Innovation and Novozymes Biopolymer A/S for co-funding this Industrial PhD research (Grant no.: 07-001687).

We are obliged to Professor R. Gurny and Assistant Professor F. Delie, Laboratory of Pharmaceutics and Biopharmaceutics, School of Pharmaceutical Sciences, University of Geneva, Switzerland, for hosting experimental work in the periods July-August 2006 and March-June 2007.

We would also like to thank Doctor C. Bauer, National Centre of Competence in Research, Frontiers in Genetics, Bioimaging Platform, University of Geneva, Switzerland, and Doctor A. Vaccaro, Laboratory of Colloid and Surface Chemistry, Department of Inorganic, Analytical and Applied Chemistry, School of Chemistry, University of Geneva, Switzerland for their proficient help in acquiring transmission electron microscopy micrographs and analysing the light scattering data, respectively.

References

10. Tømmeraas K., Eenschooten C., WO2007033677-A1

List of Publications

Production of Porous Ceramic Membranes: Modelling of Particle Deposition in Porous Structures

Abstract
The deposition of flame-made nanoparticles in porous structures has been studied using Langevin dynamics. The model suggested poor pore-penetration under experimental conditions, which agrees well with SEM imagery. The simulations reveal that the deposits grow near the pore entrance (termed “pore mouth”) rather than from within the pore, as it was initially expected. Porosities ranging from 96%-98% have been calculated for the grown films, which also agree well with experimental findings (95%-98% typically).

1. Introduction
During the formation of porous ceramic membranes by filtration of flame-made nanoparticles, particles initially deposit inside the porous substrate [1]. The process of initial deposition is extremely important, as it defines the interface between deposited nanoparticles and the substrate at which they are to adhere. As a result of this, poor contact at the interface will undoubtedly lead to poor adhesion, with peeling off and cracking of the layer as a result. The deposition inside porous structures with subsequent plugging are until now very poorly understood. Several researchers [2,3,4] studied the deposition of nanoparticles on flat substrates, however only a few studies on the deposition inside porous structures exists. Reis [5] studied the deposition of coke particles inside a porous catalysts, but assumed that deposition only occurred inside the porous structure, without the ability to grow outside. This leads to artificially thin clogs at the entrance to the pore, which will most likely never occur in a real system. A detailed study therefore seems justified.

2. Particle deposition model
In order to properly investigate the effects of changing deposition parameters, a computational model has been set up. The deposition model uses Langevin dynamics to track particle motion, which has been used by several other researchers in past studies [3,6,5,7,8]. What separates this model from previous works is that the deposition initially takes place inside the porous structure (termed "pore-plugging"). The Pe (or Peclét) number, is a dimensionless number, which specifies the ratio of convective transport to diffusional transport:

\[ Pe = \frac{v_z r_p}{D} \]  

where \( v_z \) is the fluid velocity, \( r_p \) the particle radius and \( D \) is the particle diffusion coefficient. The smaller the Pe number, the the more the deposition mechanism will be dominated by brownian diffusion. Similarly, the larger the Pe number the more the deposition mechanism will be dominated by ballistic motions. For validation purposes, the model has been compared with literature in the limits of purely brownian motion (\( Pe \rightarrow 0 \)) and purely ballistic deposition (\( Pe \rightarrow \infty \)). Structures grown for intermediate Pe number are also compared, but the difference is expected to be larger, due to differences in the integration of the Langevin equation of motion (see section 2.2). All depositions are carried out at 298 K and 1 bar.

2.1. Model description and assumptions
Particles are deposited due to the filtration through the substrate pores. Consider a porous surface as a number of cylindrical capillaries all in parallel. Particles are assumed to deposit one at a time, an approach used for dilute systems in previous film-deposition model studies [4,7]. In order to obtain true random motion before deposition, the particle is released into the
system at a certain distance from the pore-mouth ($\delta_{\text{film}} + \delta_{\text{drop}}$). The particle moves into the capillary, due to brownian motion and convective transport. It moves toward the wall of the capillary, where it is assumed to deposit irreversibly once it hits. If a particle escapes the domain on its way to the pore it is reintroduced with an opposite velocity vector similar to the approach by Heine and Pratsinis [8]. Particles only deposit by touching other particles or by touching the pore-wall. The deposits are allowed to grow out of the pore (for a maximum height of $\delta$), which models properly the change from pore-plugging to film-deposition. Particles that escape through the outlet without depositing are counted, but not considered to contribute to the changing structure as they are deposited too far down. The model domain can be seen on figure 1.

Figure 1: Schematic showing the model domain. Particles are entered at the inlet/drop point and allowed to move down through an initial cell, in which no particle deposition can take place, in order to obtain true random motion. Particles deposit on the pore-walls initially, until they build up a layer that eventually grows out of the capillary. The film is allowed to grow until it reaches the drop-cell, at which point calculations are halted.

2.2. Langevin equation of motion

The ordinary Langevin equation of motion is given as [6,8],

$$m\mathbf{\dot{r}} = -f(v - w) + \mathbf{F} + \mathbf{X} \quad (2)$$

where $m$ is the mass of the particle, $\mathbf{v}$ is the velocity (vector) of the particle, $f$ is the friction factor (slip-correction included), $\mathbf{w}$ is the fluid velocity, $\mathbf{F}$ is the external force and $\mathbf{X}$ is a random force (due to brownian motions). Assuming no external forces are acting on the particles, partial integration of equation 2 yields [9],

$$v(t + \Delta t) = v(t) + \frac{v(t)}{\beta}(1 - e^{-\beta \Delta t}) + \mathbf{w}(\Delta t - \frac{1}{\beta}(1 - e^{-\beta \Delta t}))$$

$$r(t + \Delta t) = r(t) + \mathbf{w}(1 - e^{-\beta \Delta t}) + \mathbf{w}(\Delta t - \frac{1}{\beta}(1 - e^{-\beta \Delta t})) \quad (3)$$

where $\mathbf{r}$ is the particle position vector and $\beta$ is equal to $\frac{f}{m}$. The capital $\mathbf{V}$ and $\mathbf{R}$ are the components of the respective velocity and particle displacement, due to the random force.

3. Model validation

3.1. Perfect sink validation

The model is first validated against the case where the capillary walls act as perfect sinks. That means, once particles deposit, they disappear, thereby not changing the geometry of the system. In this validation, the capillary was used for the entire domain ($\delta_{\text{drop}} = 0$ and $\delta_{\text{film}} = 0$). The diffusion-convection equation for large Pe numbers ($> 100$) is shown as equation 5.

$$v_z \frac{\partial C}{\partial z} = \frac{D}{r} \frac{\partial}{\partial r}(r \frac{\partial C}{\partial r}) \quad (5)$$

where $v_z$ is the fluid velocity (assumed to be plug-flow), $C$ is the number concentration of the aerosol, $z$ is the axial position, $r$ is the radial position and $D$ is the diffusion coefficient of the particles. The boundary conditions are,

$$C(r = R_p) = 0$$

$$\frac{\partial C}{\partial r}(r = 0) = 0$$

Equation 5 with boundary conditions 6 has an analytical solution which is,

$$C(r, z) = \sum_{n=1}^{\infty} \frac{2C_0}{\lambda_n R_p J_1(\lambda_n R_p)} J_0(\lambda_n r)e^{-2^{\lambda_n^2}D} \quad (7)$$

where $\lambda_n$ is the zeroes of the Bessel function of the first kind of order 0 scaled by the pore radius, $R_p$, and $J_1$ and $J_0$ are the Bessel functions of the first kind of order 1 and 0 respectively. The penetration, i.e. the ratio of particles entering at a given depth $z$ to the inlet concentration, can be used to compare with the one calculated from langevin dynamics model. This is defined as,

$$P(z) = \frac{\overline{C}(z)}{C_0} = \frac{2}{C_0 R_p^2} \int_{0}^{R_p} \overline{C}(r, z) r dr \quad (8)$$

where $\overline{C}(z)$ is the average concentration of particles at a given depth (evaluated over the cross-section of the capillary). It is common to use the dimensionless parameter $\mu = \frac{z D}{\pi R_p^2 v_z}$ when plotting penetration.
curves. On figure 2 the results of the analytical model has been compared to the langevin dynamics model for two runs at varying values of $\mu$. Good comparison between the results can be observed.

Figure 2: Analytical solution compared to model runs.

3.2. Film-deposition validation

The second validation takes into account particle deposition and sticking and the changing geometry caused by this. The geometry of the model domain has been modified, so that sticking now only takes place initially at the bottom of the capillary and if the particle escapes the domain on its way down, they are reintroduced with an opposite velocity vector, like the "no boundary zone" shown on figure 1. The standard conditions for film-deposition can be seen in table 1.

Table 1: Deposition parameters and chosen domain dimensions for the film-deposition validation

<table>
<thead>
<tr>
<th>Particle diameter(s) ($d_p$)</th>
<th>25, 50, 100 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain radius ($R_p$)</td>
<td>40 $d_p$</td>
</tr>
<tr>
<td>$\delta_{lim}$</td>
<td>80 $d_p$</td>
</tr>
<tr>
<td>Drop cell height</td>
<td>20 $d_p$</td>
</tr>
</tbody>
</table>

In order to compare with existing models, the fractal dimension ($D_f$) of the deposit has been calculated. This quantity is found by first calculating the surface density [7,10],

$$\rho(z) = \frac{A_f(z)}{\pi R_p^2}$$  (9)

where $A_f(z)$ is the total cross-sectional area of the nanoparticles at a given depth $z$. The surface density is proportional to the deposition depth by,

$$\rho(z) \propto z^{-D_f}$$  (10)

which means a log-log plot of $\rho(z)$ vs. $z$ yields the slope $D_f - 3$, from which $D_f$ can then be evaluated. The results of the simulations at various $Pe$ numbers can be can be seen on figure 3. The results have been compared to the ones obtained by Kulkarni and Biswas [7] and also the fractal dimension obtained by Meakin [11] for pure diffusionally grown deposits.

Figure 3: Fractal dimension of film deposits for varying $Pe$ numbers. The results have been compared to the ones obtained by Kulkarni and Biswas [7] and Meakin [11].

As for the perfect sink model of section 3.1 good correlation between literature data and the model results can be observed.

4. Deposition in porous materials – Preliminary results

Now that the model has been fully validated, the deposition of particles inside the porous material has been simulated for the exact geometry shown in figure 1. The conditions for deposition can be seen in table 2. As this is still work-in-progress, only particle deposition for 50 nm particles has been shown.

Table 2: Deposition parameters and chosen domain dimensions for the capillary deposition simulations

<table>
<thead>
<tr>
<th>Particle diameter ($d_p$)</th>
<th>50 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain radius ($R_p$)</td>
<td>2 $\mu$m</td>
</tr>
<tr>
<td>$\delta_{lim}$</td>
<td>10 $\mu$m</td>
</tr>
<tr>
<td>$\delta_{capillary}$</td>
<td>20 $d_p$</td>
</tr>
</tbody>
</table>

Simulations have been carried out for $Pe = 0.01$ and $Pe = 0.1$. They have been characterized by calculation of the surface density (cf. equation 9) and the average porosity, calculated for the grown film (by grown film, one refers to the outside film from pore-mouth to the film-surface). Figure 4 shows a plot of the actual structure of the deposits for $Pe = 0.01$ and $Pe = 0.1$ respectively. The calculated average porosity was 96%-98% (highest for lower $Pe$ numbers). This agrees well with typical experimental values (95%-98%).

From figure 4 it can be seen, that only a low degree of pore penetration takes place and the structure mainly grows from the pore-mouth and out, which has been
quantified by a plot of the surface-density for $Pe = 0.1$ seen on figure 5.

**Figure 5:** Surface density of a deposit in a porous material for $Pe = 0.1$. The density inside the pore is very low and increases rapidly near the pore mouth. This indicates a low penetration and that the deposit starts to grow from the pore mouth rather than further down into the pore.

**5. Preliminary conclusions**

A code based on Langevin dynamics has been built. Excellent match was found for the perfect sink model. Fractal dimensions for the film-deposition model was found to range from 2.5 for purely diffusional deposition to 2.9 for balistically dominated deposition. Changing the $Pe$ number from low values to high values showed the characteristic S-shaped curve and asymptotic behaviour, which was expected from literature. The deposition of nanoparticles within a porous substrate was afterwards simulated. It is observed visually as well as from plots of the surface densities, that the penetration of particles into the pore is quite low, and that pore plugging takes place very close to the pore mouth, rather than from within the pore. This agrees well with SEM imagery and can help explain the poor adhesion observed experimentally. It is the hope, that an increased adhesion can be obtained by an increased pore penetration. With the help of the model in the suggestion of deposition parameters, for instance changing fluid velocity and changing particle size, this may be easily realized than by experimental trial and error. At the time of writing several simulations are currently ongoing and these will be documented soon in a planned paper.

**Figure 4:** Structure of a deposit in a porous material for $Pe = 0.01$ (top) and $Pe = 0.1$. The latter value corresponds well to ones found during typical deposition conditions. The structure has been turned to show the YZ and XZ planes. The black line indicates the position of the pore mouth.
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Post-combustion Capture of Carbon Dioxide from Fossil Fueled Power Plants

Abstract
The purpose of this project is to contribute to the development of efficient CO₂ capture technology useful for coal fired power plants. This is done through modeling, theoretical and experimental work. In the first phase of the project, the extended UNIQUAC model as proposed by Thomsen and Rasmussen [1] for vapor liquid equilibrium calculations has been applied to thermodynamic representation of carbon dioxide, water and methyl-di-ethanolamine (MDEA) system. There are five temperature independent and four temperature dependent adjustable interaction parameters. The parameters of the model are regressed to the solid liquid and vapor liquid equilibrium data, as well as the excess enthalpy in a wide range of temperature (-14-200°C). The application of the model to a large number of experimental data for representation of total pressure over MDEA solution has been successful for the temperature range of (25-200°C) and the CO₂ partial pressure in the range of (0.10-7567 kPa). Considering the poor quality of experimental data, the model has also fitted the excess enthalpy data of binary MDEA and water solutions quite satisfactory at the temperatures of 25, 40 and 65°C. Experimental solid-liquid equilibrium data are also represented very well by the model.

Introduction
Post-combustion capture of CO₂ from power plant flue gases is now included in many countries energy policies as a method for mitigating the emission of greenhouse gases. A mature method of purification of acid gases from gaseous streams is chemical absorption into aqueous alkanolamine solutions.

In order to properly simulate the absorption-desorption process, a rate model is needed. It is necessary to integrate a good thermodynamic model with the rate model in order to get the driving forces for mass transfer well defined. The problem with thermodynamic modeling of gas treating plants is that the vapor-liquid equilibrium (VLE) data reported for these systems are not usually very consistent, therefore quite different partial pressures of CO₂ are reported in literature for the same exact temperature and acid gas loading. Also, some other essential data such as binary VLE on amine-water system, excess enthalpy data and enthalpy of formation of alkanolamines for both gas and liquid phases are scarce and those available from a few sources show disagreements.

In this work, extended UNIQUAC model as described by Thomsen et al. [1] for VLE calculations is applied for estimation of CO₂ solubility in aqueous alkanolamines, enthalpies of absorption, and the loss of amine through vaporization. The model was previously used by Addicks [2] for representation of VLE data in MDEA, methane, water and CO₂ system and by Thomsen and Rasmussen [1] for VLE calculation in H₂O, NH₃ and CO₂ system.

Chemical Equilibrium
The absorption of CO₂ in aqueous methyl-di-ethanolamine is along with a series of chemical reactions which greatly favor the solubility of the acid gas. Therefore, thorough understanding of the chemical reactions in the system is of great importance for the sake of accurate chemical modeling.

The presence of the following reactions in the solution has to be accounted for,

\[ 2H₂O \overset{k₁}{\rightarrow} H^+ + OH^- \]  \hspace{1cm} (1)
\[ CO₂ + H₂O \overset{k₂}{\rightarrow} H^+ + HCO₃^- \]  \hspace{1cm} (2)
\[ HCO₃^- + H₂O \overset{k₃}{\rightarrow} H^+ + CO₃^{2-} \]  \hspace{1cm} (3)

The final reaction in the system is the dissociation of protonated MDEA,

\[ MDEA H^+ + H₂O \overset{k₄}{\rightarrow} H^+ + MDEA \]  \hspace{1cm} (4)
There is no direct N-H bond in MDEA molecule; hence, no carbamate ion is formed in the solution due to absorption of CO₂. Kamps and Maurer [3] have conducted electro-motive force (EMF) experiments at temperatures from 278 to 368 K and at different molalities of MDEA in order to determine the equilibrium constant of dissociation of MDEAH⁺. Here the equilibrium constants from the noted work are being used for calculation of chemical equilibrium.

The Parameters of Extended UNIQUAC Model
The parameters of the model are the UNIQUAC volume and surface area parameters \( r \) and \( q \) respectively, and the binary interaction parameters \( u_{ij} \) accounting for the interaction energy between the components \( i \) and \( j \).

In this work, the \( r \) and \( q \) parameters for MDEA and MDEAH⁺ are considered as adjustable parameters of the extended UNIQUAC equation and the noted parameters for the rest of the species present in the solution are taken from Thomsen and Rasmussen (1999).

In this work, the interaction energy parameters for the water-water pair and the same cation pairs (MDEAH⁻-MDEA⁺ and H⁺-H⁺) are set to zero and those of MDEA-MDEAH⁺, MDEAH⁺-water, MDEAH⁺-CO₂, MDEA-water and MDEA-MDEA are fitted to all type of experimental data available in the parameter regression database in order to get a well-rounded model. The rest of the binary interaction parameters needed for model calculations are again taken from the work of Thomsen and Rasmussen [1].

There is no parameter in the Debye-Hückel term to be adjusted to experimental data and the \( A \) parameter in that term is based on the density and dielectric constant of pure water (water is considered to be the only solvent).

Results and Discussion
The parameter regression database contains 658 data-points on the vapor-liquid equilibrium for the ternary system of MDEA+water+CO₂. The databank also includes 102 binary VLE, SLE and excess enthalpy data-points in binary MDEA and water systems. A least-square minimization is performed in order to estimate the model parameters. The parameters are fitted to all types of experimental data i.e. ternary and binary VLE data, the excess enthalpy and SLE data. The estimated UNIQUAC volume and surface area parameters for MDEA and MDEAH⁺ are presented table 1. The binary interaction energy parameters for the UNIQUAC residual term are reported in Table 2.

The results for the total pressure calculation for the ternary system of MDEA+ water+ CO₂ are illustrated in Figures 1, 2 and 3. Figure 4 represents excess enthalpy calculations together with the experimental data-points. Figure 1 shows CO₂ solubility in MDEA solutions with varied concentrations from dilute (1.9 molal) to very concentrated (7.62 molal), all at the single temperature of 40°C. As it can be seen, there is good agreement between the experimental and calculated data at all amine strengths. Figure 2 and 3 show how the model represents CO₂ solubility in 2 and 8.4 molal MDEA. The experimental and calculated data agree well in the wide temperature range of 313-473K.

Figure 1: CO₂ solubility in aqueous MDEA with varied strength at 313 K.

Figure 2: CO₂ solubility in 2molal aqueous MDEA at varied temperatures.
Figure 3. CO₂ solubility in 8.4molal aqueous MDEA at varied temperatures.

Table 1. UNIQUAC volume parameters \((r)\) and surface area parameters \((q)\).

<table>
<thead>
<tr>
<th>Species</th>
<th>(r)</th>
<th>(q)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDEA</td>
<td>2.919</td>
<td>5.888</td>
</tr>
<tr>
<td>MDEAH⁺</td>
<td>2.741</td>
<td>3.710</td>
</tr>
</tbody>
</table>

Table 2: UNIQUAC binary interaction parameters \(u_0^p(K), u_t(K)\).

<table>
<thead>
<tr>
<th>Pair</th>
<th>(u_0)</th>
<th>(u_t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDEA-MDEAH⁺</td>
<td>0.8391755E+03</td>
<td>-0.22199E+01</td>
</tr>
<tr>
<td>MDEAH⁺-water</td>
<td>0.4177455E+03</td>
<td>0.10726E+01</td>
</tr>
<tr>
<td>MDEAH⁺-CO₂</td>
<td>0.1702395E+03</td>
<td>0.00000E+00</td>
</tr>
<tr>
<td>MDEA-water</td>
<td>0.8419482E+03</td>
<td>-0.10606E+01</td>
</tr>
<tr>
<td>MDEA-MDEA</td>
<td>0.1199829E+04</td>
<td>-0.11651E+01</td>
</tr>
</tbody>
</table>

From Figures 2 and 3, it can be observed that for both dilute and highly concentrated MDEA solutions, the model represents the experimental data very well. The results for excess enthalpy correlation are reported in Table 3. Provided that the experimental data are of good quality, fitting the parameters of an excess Gibbs energy model like extended UNIQUAC to excess enthalpy data could result in getting better temperature dependence of the parameters of the model as, there is a direct relationship between the temperature dependence of the excess Gibbs energy and excess enthalpy. Unfortunately there are not enough experimental data on the excess enthalpy of the MDEA + water system, and the available data show disagreement at the same exact conditions.

Figure 4: The calculated excess enthalpies of MDEA + water system (the lines) together with the experimental data-points at different temperatures.

Table 3: The results of total excess enthalpy calculation, the mean absolute deviation between the calculated and experimental data are reported.

<table>
<thead>
<tr>
<th>(T(\text{C}))</th>
<th>Data-points</th>
<th>Mean absolute deviation (Jmol⁻¹)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>9</td>
<td>111.58</td>
<td>Maham et al. 2000</td>
</tr>
<tr>
<td>25, 40</td>
<td>26</td>
<td>332.75</td>
<td>Maham et al. 1997</td>
</tr>
<tr>
<td>25</td>
<td>19</td>
<td>325.32</td>
<td>Posey 1996</td>
</tr>
</tbody>
</table>

Conclusions

Extended UNIQUAC represents CO₂ solubility in MDEA solution generally very satisfactory in a wide range of temperature 25-200°C, a wide range of loading, 0.005-1.83 mole CO₂/mole MDEA, and varied amine strength from dilute, 0.44 mole MDEA/mole water to highly concentrated, 8.4 mole MDEA/mole water. The excess enthalpy data are very rare and quite erratic; having said that, the model has performed considerably well in representing the experimental data. More experimental data on the binary VLE of MDEA + water system are needed so that the model can give a good representation of amine loss due to vaporization. This type of data is scarce in open literature.
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Multiphase Equilibrium in Natural Gas - Hydrate Inhibitor Systems

Abstract
A considerable amount of money is currently spent in the so-called “production chemicals”, used in order to increase or facilitate production from a reservoir and in pipelines. Examples of such chemicals are methanol and glycols, used as inhibitors to prevent the formation of gas hydrates. As the oil price raises, the use of new, more expensive and exotic chemicals become viable, further complicating the prediction of phase equilibria and increasing environmental concern. A better knowledge of the phase equilibria in these systems will allow the reduction of the amounts used to the strictly necessary, with the inherent economical and environmental advantages. Therefore, we are working on the improvement of our experimental techniques with the designing of a new vapor-liquid-liquid-equilibria (VLLE) set-up, which will allow the collection of more accurate and reliable data in a wider range of conditions.

Introduction
Gas hydrates are crystalline compounds formed by inclusion of low molecular weight compounds in lattice structures formed by water on hydrogen bonds. Small molecules from light gases like nitrogen, carbon dioxide, hydrogen sulphide, methane, ethane, propane, n-butane or i-butane stabilize the lattice structure with the formation of stable solids at temperatures above the freezing point of water. Additionally, hydrates form more readily from real natural gas mixtures than from the pure constituent components of natural gas, representing a frequent problem for the gas industry, especially at the high pressures and low temperatures typical in North Sea gas reserves.

Blocking of lines due to the formation of hydrates presents serious issues in what safety is concerning and it has disastrous economic consequences.

Because of this, hydrate inhibitors such as ethylene glycol (MEG) or methanol are injected to the natural gas well stream, in order to prevent the formation of hydrates during transportation and further processing. In the case of offshore production, these inhibitors are transported through pipelines to the well. When a mixture of gas, water, MEG and condensate arrives onshore, all the components are distributed through all the phases, and it is essential to evaluate the amount of glycol lost in the gas phase, for environmental and for economical reasons. Also for environmental reasons it is necessary to determine the solubility of aromatics in the glycol rich phase, due to possible emissions during the regeneration process of the glycol.

However the amount of inhibitor needed is not well known and in order to avoid accidents, an excess of inhibitors is regularly used in the processes, with the inherent economical and environmental consequences. A better knowledge of the phase equilibrium in these systems can allow the reduction of the amounts used to the strictly necessary.

This project will focus on the study of the phase equilibria in these systems, through the improvement of our experimental techniques, with the designing of a new vapor-liquid-liquid-equilibria experimental set-up which will allow the collection of more accurate and reliable data in a range of temperatures and pressures that can allow for example the replication of the polar conditions under which some pipelines are operated.

The methods for phase analysis will include the use of gas chromatography (GC), gas chromatography associated with mass spectroscopy (GC-MS), Karl Fisher and the use of adsorption columns (ATD).

This experimental part will allow establishing the basis for the posterior modeling of these systems with equations of state.
Experimental
In order to fulfill our goals, the new experimental set-up will allow measurements at high pressures (up to 40 MPa) and low temperatures (down to -60°C or 213 K). The experimental conditions will be controlled and monitored with the high accuracy necessary to the production of high quality results. Finally, our goal is to achieve a full characterization of all the phases, including the quantification of traces of water and inhibitors in the gas phase.

The fundamental part of the experimental set-up is the equilibrium cell, depicted in Figure 1.

Figure 1: Three-dimensional computer generated image of the new equilibrium cell.

It is a variable volume cell specially designed for this project, equipped with two moving pistons and a 360° sapphire window. The position of the piston in the lower part of the cell can be set manually before a series of experiments, and it allocates in its interior a magnetic stirrer, while the position of the piston in the upper part is computer controlled, compensating for the pressure drop usually associated with the gas sampling.

Figure 2 shows a cut of the cell where is possible to observe the positioning of the pistons inside.

Figure 2: Cut of the new equilibrium cell, where it is possible to see the pistons inside.

The 360° window allows a good visibility of what is happening inside the cell at any moment, also permitting for example the study of phase interfaces, through optical or other kinds of measurements. The metal parts of this cell have already been built in the workshop of the department.

The cell will be placed inside a temperature controlled chamber, capable of keeping the whole system at a stable temperature down to -60°C (213 K). This chamber is being specifically developed in a close collaboration with a Danish company specialist in this area.

Another big progress in this new set-up is the online sampling of all the phases, directly for the GC carrier gas stream. This is possible by the use of the ROLSI™ system (Rapid On Line Sampler Injector), represented schematically in Figure 3.

Figure 3: Schematic representation of a ROLSI™ electro-pneumatic sampler.

This system consists of electro-pneumatic valves, controlled by computer, with the ability of sampling very small amounts of liquid or gas, making possible to sample directly for the GC carrier gas without the need for dilutions.

Finally, the analysis of the samples will include different methods and techniques, in order to obtain precise results. The assessment of the composition of some of the phases will be possible by more than one method in order to test the respective accuracies.

Other necessary parts for this set-up, like a gas meter for example, are also currently being designed and built.
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Polymers for Pharmaceutical Packaging and Delivery Systems

Abstract
Materials for insulin containers and delivery systems should comply with requirements like compatibility with proteins, sterilisability, good barrier properties towards preservatives, and no toxic leachables. The number of commercially available polymer materials which can be used is rather limited. Therefore, a polymer coating containing some of the required properties may expand the use of polymers in medical devices. Initial studies have been made with model systems of poly(ether ether ketone) (PEEK) films as they can easily be functionalized. Analysis results confirm that hydrophilic polymers have been grafted from the surface.

Introduction
Polymers are replacing metals and glass in many applications. Medical applications are not an exception to that. In the field of diabetes treatment, compatibility of the polymer materials with insulin is extremely important. It has been shown earlier that the insulin hormone is susceptible to degradation due to leachables and also due to surface properties (hydrophobicity, electric charge etc.) of these materials. Moreover, the polymer material might have a high affinity to preservatives in the drug formulation or proteins might be adsorbed on the polymer surface resulting in a lower concentration of one or the other in the drug formulation.

Coatings of poly(ethylene glycol) (PEG) are known to be compatible with proteins due to their water solubility and hydrophilicity. The surfaces are in a liquid-like state with polymer chains showing high flexibility or mobility (increasing mobility with chain length up to 100). Steric stabilization and chain mobility are the mechanisms involved in protein rejection of PEG surfaces. The PEG molecules have a large excluded volume in water which makes them very effective for the steric repulsion. Additionally, the high surface mobility of PEG chains prevents protein adsorption as the contact time is shortened. [1, 2, 3]

Specific Objectives
Many polymer materials are permeable to preservatives found in the insulin drug solutions. Hence, use of polymer materials in insulin containers is quite limited. Thus, synthesis of a polymeric coating for improved barrier properties and better insulin compatibility is considered as the primary goal of the project. Throughout the PhD study initial investigations and analyses will be performed on model systems in order to establish the fundamental understanding of the barrier properties and insulin compatibility of the materials. The purpose of using model systems is either to have a very simple system or to have substrate which can easily be functionalized. The latter is the reason for selecting PEEK film as substrate. Different polymers including PEG-like materials will be investigated as coating materials. The first approach is to graft the polymers from the substrate using a technique called Surface-Initiated Atom Transfer Radical Polymerization (SI ATRP).

Results and Discussion
The surface of PEEK was functionalized by covalently bounding of hydrophilic polymer brushes of poly(ethylene glycol)methacrylate (PEGMA) from initiator-modified PEEK using SI ATRP. Surface reduction of PEEK to form hydroxyl groups [4] was performed prior to the attachment of 2-bromoisobutyrate initiating groups.

Figure 1: Surface activation of the PEEK films

SI ATRP of the monomer PEGMA was performed in aqueous media in the presence of the catalyst system 2,2’-bipyridine and copper chloride.
Figure 2: 1) Anchoring of the initiating groups on the hydroxyl-functionalized surface 2) Grafting of PPEGMA brushes from the PEEK films using SI ATRP.

Attenuated Total Reflectance Fourier Transform Infrared (ATR FTIR) spectra were compared during the modification of PEEK. The formation of hydroxyl groups was observed as an C-O absorption band appeared at 1057 cm⁻¹. The carbonyl (C=O) absorption band at 1736 cm⁻¹ indicated the presence of initiating groups on the surface. Grafting of PPEGMA from the surface resulted in an increase of the C=O band (broad band at 1730 cm⁻¹).

The advancing and receding water contact angles (CA) decreased as the films were modified, reflecting the high hydrophilicity of the hydroxyl groups and PPEGMA.

Table 1: Water contact angles measured on the smooth (S) or rough (R) side of the PEEK films

<table>
<thead>
<tr>
<th>Material</th>
<th>S/R</th>
<th>CA (adv.), °</th>
<th>CA (rec.), °</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEEK</td>
<td>S</td>
<td>99 ± 2</td>
<td>58 ± 4</td>
</tr>
<tr>
<td>PEEK</td>
<td>R</td>
<td>103 ± 3</td>
<td>27 ± 4</td>
</tr>
<tr>
<td>PEEK-OH</td>
<td>S</td>
<td>79 ± 5</td>
<td>38 ± 3</td>
</tr>
<tr>
<td>PEEK-Br</td>
<td>S</td>
<td>92 ± 7</td>
<td>59 ± 5</td>
</tr>
<tr>
<td>PEEK-g-PPEGMA</td>
<td>S</td>
<td>62 ± 1</td>
<td>25 ± 2</td>
</tr>
<tr>
<td>PEEK-g-PPEGMA</td>
<td>R</td>
<td>68 ± 2</td>
<td>19 ± 4</td>
</tr>
</tbody>
</table>

Thermal Gravimetric Analysis (TGA) showed that the 2 -3 % weight loss below 500 °C for PEEK-g-PPEGMA originated from PPEGMA.

Figure 3: TGA of unmodified PEEK, PPEGMA homopolymer, and PEEK-g-PPEGMA.

The roughness average (Rₐ) and root mean square roughness (Rₛ) were determined by Atomic Force Microscope (AFM) analysis to evaluate the surface topography.

Table 2: AFM analyses of unmodified PEEK and PEEK-g-PPEGMA

<table>
<thead>
<tr>
<th>Roughness</th>
<th>PEEK</th>
<th>PEEK-g-PPEGMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rₛ(µm)</td>
<td>0.76 ± 0.12</td>
<td>0.79 ± 0.18</td>
</tr>
<tr>
<td>Rₐ(µm)</td>
<td>0.94 ± 0.14</td>
<td>1.0 ± 0.2</td>
</tr>
</tbody>
</table>

Figure 4: AFM images of unmodified PEEK (left) and PEEK-g-PPEGMA (right).

X-ray Photoelectron Spectroscopy (XPS) has been used to investigate the functionalization. The scan survey spectrum was used to identify and quantify the elements in the modified PEEK samples. Chemical composition information was obtained from high resolution scans (not shown).

Table 3: XPS analyses of PEEK samples

<table>
<thead>
<tr>
<th>Element</th>
<th>PEEK-OH</th>
<th>PEEK-Br</th>
<th>PEEK-g-PPEGMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>84.76</td>
<td>83.11</td>
<td>68.56</td>
</tr>
<tr>
<td>O</td>
<td>15.26</td>
<td>15.06</td>
<td>31.44</td>
</tr>
<tr>
<td>Br</td>
<td>0.98</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>C/O ratio</td>
<td>5.56</td>
<td>5.52</td>
<td>2.18</td>
</tr>
</tbody>
</table>

Conclusions
Polymer brushes of PPEGMA were grafted from PEEK films via Surface-Initiated ATRP. The water contact angles were lower for the modified PEEK films; thus hydrophilization of PEEK was achieved. AFM analyses showed that the surface modification did not change the surface roughness. The C/O ratio as well as the data from the high resolution XPS confirmed the grafting from the PEEK films.
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Development of Group Contribution Plus Models for Properties of Organic Chemical Systems

Abstract
In order to meet the increased demands with respect to complexity of the chemical molecular structures, wider range of chemicals and accuracy, further development of current estimation methods and techniques and/or development of new models are necessary. Hybrid models that combine molecular descriptors theory and group contribution theory for pure component properties and mixture properties prediction have been developed using a group contribution plus (GCplus) approach[1]. In this work a GCplus model for mixture property prediction for phase equilibria calculations is highlighted and analyzed.

Introduction
GC models are often used for pure component and mixture property predictions. The flexibility, reliability and simplicity of GC models make them popular for property prediction. However, GC models also exhibit some limitations: they are unable to distinguish 3D features of the molecular structures while sometimes there are not enough experimental data for the group generation. At the same time, the extended estimation methods need to be computationally simple and efficient, so they can be used routinely for process-product engineering calculations. Also, the extensions need to consider the coupling of molecular modelling with “engineering” end-use models used in process simulators. A GCplus model for mixture property prediction (UNIFAC-CI) has been developed[2] using as a basis the UNIFAC group contribution method[3].

The main idea of this methodology is the use of connectivity indices (CI) to describe the molecular fragmentation that is characteristic for the UNIFAC group contribution method and that relates properties (molecular interactions in this case) with molecular structure. The result is the automatic generation of group interaction parameters (GIPs) for the UNIFAC group contribution method. Derivation and use of the method has been reported in a recent publication[5]. The current version of the UNIFAC-CI method includes groups formed by C, H, O, N, Cl, F and S atoms. This feature of the method implies the potential generation of a very large number of GIPs as well as filling-up the original GIPs matrix without additional experimental data. In this work, the performance of UNIFAC-CI for phase equilibria predictions including VLE (Vapor-liquid equilibrium) and SLE (Solid-liquid equilibrium) is discussed together with guidelines and recommendations for the user.

Specific Objectives
The objective of this work is to establish a methodology to generate missing group interaction parameters for the UNIFAC group contribution method, and analyze the performance of the generated parameters through VLE and SLE calculations.

UNIFAC-CI Group Contribution Method
For phase equilibrium related properties of mixtures, one of the most successful GC methods is the UNIFAC group contribution method for estimation of liquid phase activity coefficients. One of the limitations of the UNIFAC method is the missing group interaction parameters in the UNIFAC parameter table. The unavailability of experimental data is one of the main reasons for the missing group interaction parameters. Recently, González et.al[1] have proposed the use of connectivity indices for the generation of missing group interaction parameters for the UNIFAC parameter table. The basic idea is to derive a relationship (see Eq. 1) between the group interaction parameters with the CI and the atom constitution of the groups. Parameter regression is performed in order to determine the atom interaction parameters (AIP) i.e. a,b,c and d (see Eq. 2), that are then used for the generation of any missing
Parameter Optimization

The database used for fitting the AIPs includes 58 binary sets (462 data points) for VLE systems involving C, H, O, N atoms 86 (1325 values) binary sets for systems involving C, H, O, Cl atoms, 228 binary measurement sets (3946 values) for VLE systems involving C, H, O, S atoms. The VLE data sets were extracted from the CAPEC database and free sources, and were checked for thermodynamic consistency using the test of Van Ness.

The optimization algorithm used for the data fitting was the Levenberg-Marquardt technique, which is a local optimization method. It is therefore strongly dependent on the initial guesses for the parameters. The proposed objective function is the following:

\[
S = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{P_{exp}}{P_{cal}} - 1 \right)^2 + w_{reg} \sum_{i=1}^{N} \left( AIP_{jk} - AIP_{jk}^{w} \right)^2
\]  

(3)

where, \( N \) is the number of experimental data points, \( AIP_{jk} \) is the current value of the atom-interaction parameters (b, c, d, e) between atoms j and k and \( AIP_{jk}^{w} \) the corresponding values from the previous iteration, \( N_{A} \) is the number of atoms involved in the optimization (excluding hydrogen) and \( w_{reg} \) a weighting value used to increase or decrease the influence of regularization in the optimization.

Correlation

Correlation results are shown on table 1. Where a comparison vs Original UNIFAC is done in terms of AARD % (average absolute relative deviation).

The AARD is defined by equation (4):

\[
\text{AARD} (%) = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{P_{exp} - P_{cal}}{P_{exp}} \right| x 100
\]  

(4)

where \( N \) is the number of data points in the data system.
Results and Discussion

In order to evaluate the performance of UNIFAC-CI, comparisons have been made between VLE experimental data, the prediction using original UNIFAC model and predictions using the UNIFAC model with the generated GIPs through AIPs (UNIFAC-CI). A system involving C,H,O,N atoms and a system involving C,H,O,Cl, S atoms have been chosen for illustration of this comparison. On the other hand for SLE calculations, the performance of UNIFAC-CI is tested against experimental data and the original UNIFAC model. It should be pointed out that the same parameters used for UNIFAC-VLE are used, which means that there are pure predictions.

On figure 1 a comparison between experimental data involving the system n-n-diethylamine + (2) pyridine at 323.15 K is compared with the predictions using UNIFAC-CI. It is clear that UNIFAC-CI follows the trend of the experimental data points, and, it is important to mention that the pair of GIPs parameters needed are blanks on the current UNIFAC matrix.

For systems involving sulfur and chlorine atoms, a comparison using the system (1) CCl₄ + (2) dimethyl-sulfide is done in terms of experimental data, original UNIFAC and UNIFAC-CI. The VLE phase diagrams is shown on figure 2:

It can be seen that the performance of UNIFAC-CI is similar to original UNIFAC and that both models show a good agreement with the experimental data. Even though the GIPs involved with this calculation are not missing in the original UNIFAC matrix; these data were not used for the regression of the AIPs.

The possibility of using the same set of parameters from VLE in SLE calculations is considered here. The idea is to “test” the generated GIPs for VLE in SLE systems, in order to evaluate and make conclusions whether if it is possible to use the GIPs for SLE calculations, limitations and recommendations for the user. On figure 3, four SLE systems involving aromatics, nitrogenated

<table>
<thead>
<tr>
<th>System</th>
<th>Main Groups involved</th>
<th>Original UNIFAC</th>
<th>UNIFAC-CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional Groups</td>
<td>CH₃, C=, CCH₂, OH, ACOH, CH₃CO, CHOₐ, COO, HCOO, CH₂O, COOH</td>
<td>2.57</td>
<td>2.54</td>
</tr>
<tr>
<td>Water</td>
<td>CH₃, C=, OH, H₂O, CH₃CO, CH₂O, COOH</td>
<td>3.71</td>
<td>3.34</td>
</tr>
<tr>
<td>Methanol</td>
<td>CH₂, OH, CH₃OH, CH₃CO, CHOₐ, COO, CH₂O</td>
<td>3.98</td>
<td>2.56</td>
</tr>
<tr>
<td>N-atom related groups</td>
<td>CH₂, ACH, ACCH₂, OH, CH₃CO, COO, CNH₂, CNH, (C)ₙN, ACH, CCN, CNO₂</td>
<td>4.39</td>
<td>2.96</td>
</tr>
<tr>
<td>Cl-atom related groups</td>
<td>CH₂, C=, ACCH₂, OH, CH₃CO, CC₉H₈O, CC₁, CC₁₈, CC₁₈, ACCH₂</td>
<td>4.11</td>
<td>3.85</td>
</tr>
<tr>
<td>Functional groups + N-atom related + Cl atom related</td>
<td>All of the previously listed groups except CH₃OH and H₂O</td>
<td>3.32</td>
<td>2.94</td>
</tr>
<tr>
<td>S-atom related groups</td>
<td>CS₂, CH₃SH, DMSO, CH₃S, Thiophene</td>
<td>3.31</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the correlation results for the VLE calculations using original UNIFAC and UNIFAC-CI in terms of AARD for the whole data systems.

Figure 1. Comparison of VLE calculations using the original UNIFAC method ( ) towards a n,n-diethylamine/pyridine experimental data set [8] ( ) at 323.15 K

Figure 2. Comparison of VLE calculations using the original UNIFAC method (0) and UNIFAC-CI ( ) towards a CCl₄/dimethyl-sulfide experimental data set [9] ( ) at 298.15 K.
compounds, hydrocarbons, alcohols and chlorinated compounds have been selected for comparisons between experimental data, Original UNIFAC and UNIFAC-CI. So far, the results are encouraging: UNIFAC-CI follows the tendency of the experimental data in all the cases. It is clear that the major discrepancies between experimental data and the proposed model occur for the benzene + pyridine and phenol + benzene systems, the explanations for this behaviour are the next step on the work for SLE.

Figure 3. Comparison of SLE calculations using the original UNIFAC method (0), UNIFAC-CI ( ) towards four experimental data sets[10][11] (; a) benzene+pyridine b) indane+dodecane c) phenol+benzene d) indane+1,2-dichloroethane.

Conclusions
The performance of the proposed GCPlu models have been evaluated for VLE calculations for several systems including a wide range of compounds have been presented. Examples involving pure predictions and validations of the model are very promising. A further optimized set of GIPs is under development as well as a final analysis to define the strengths and limitations of the proposed model. For the SLE calculations using UNIFAC-CI, the results show that the method is well suited for the tested systems up to now. An extensive test of the model for SLE calculations is needed in order to make final conclusions and recommendations to the user. Future work includes the generation of an independent set of GIPs for LLE calculations in the same way as for VLE.
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Hydrophilic Nanoporous Poly(acrylic acid)-b-Polystyrene from Di- and Triblock Copolymers

Abstract
Polymeric nanoporous materials derived from block copolymers offer great technological promise due to their many potential applications. However, many possible applications will require the nanoporous polymers to work in an aqueous environment. Nanoporous polymers with hydrophilic pores are desired. The preparation of nanoporous polystyrene with poly(acrylic acid) hydrophilic cavities from di- and triblock copolymer precursors is presented here.

Introduction
The self-organization of block copolymers has attracted considerable attention in relation to “bottom up” nanotechnology because it enables various highly ordered structures at nanometer length scale. Specific removal of a minority component from an ordered block copolymer allows for the preparation of nanoporous materials. Nanoporous polymeric materials derived from self-organized block copolymers show great potential for nanoobject templates, separation membranes, sensors, and substrates for catalysis [1]. However, many possible applications such as drug delivery, growth of bacteria and selective separation will require the nanoporous polymers to work in an aqueous environment. Only a limited number of nanoporous polymers with hydrophilic pores have been prepared to date [2-5].

Here hydrophilic nanoporous poly(acrylic acid)-b-polystyrene was prepared from either a poly(tert-butyl acrylate)-b-polystyrene (PrBA-b-PS) diblock copolymer or a poly(dimethylsiloxane)-b-poly(tert-butyl acrylate)-b-polystyrene (PDMS-b-PrBA-b-PS) triblock copolymer. In these polymer precursors the PS block was the matrix material, the PrBA block was deprotected to provide hydrophilic PAA and at the same time generating free volume, and the PDMS block was the degradable component. Anhydrous hydrogen fluoride (HF) or trifluoroacetic acid (TFA) were employed to quantitatively deprotect PrBA and remove PDMS at the same time.

Experimental Work
The synthesis of PrBA-b-PS diblock copolymers through atom transfer radical polymerization (ATRP) is outlined in Scheme 1. PrBA was polymerized with 2-EBP as the initiator at 60 °C. After purification the homopolymers were further employed as macroinitiators for a second ATRP of styrene in xylene at 100 °C.

Scheme 1. Synthesis of PrBA-b-PS diblock copolymer by ATRP (the chemical structure of the obtained block copolymer is shown in the last row).

PDMS-b-PrBA-b-PS triblock copolymer was synthesized by a combination of living anionic
polymerization and ATRP according to Scheme 2. PDMS macroinitiators for ATRP have previously been prepared by anionic polymerization [6-8]. Here we have chosen to use a modified three-step procedure, where the product of living anionic polymerization of D3 was endcapped with chlorodimethylsilane. The yielded PDMS-H was coupled with allyl alcohol in the presence of Karstedt’s catalyst [9] (see reaction step iii in Scheme 2) producing PDMS-OH into a bromoisobutyrate PDMS (PDMS-Br), shown in reaction step iv. The obtained PDMS-Br was used to consecutively polymerize tBA and St blocks by ATRP.

![Scheme 2](image)

**Scheme 2.** Synthesis of PDMS-\(b\)-PrBA-\(b\)-PS triblock copolymer by a combination of living anionic polymerization and ATRP (the chemical structure of the final triblock copolymer is shown in the last row).

De-protection and etching of diblock PrBA-\(b\)-PS or triblock PDMS-\(b\)-PrBA-\(b\)-PS copolymers (by HF or TFA) creates nanoporous PAA-\(b\)-PS. (Scheme 3)

**Results and Discussions**

Detailed information on the chemical composition changes for PDMS-\(b\)-PrBA-\(b\)-PS (DAS-1) after HF and TFA treatments was acquired by the FT-IR spectra shown in Figure 1. The spectrum of DAS-1 shows absorption bands related to the PDMS: CH₃ bending, Si-O-Si stretching and C-Si-C stretching peaks located at 1261, 1092-1088 and 800 cm⁻¹, respectively. C=O (ester) stretching peak at 1730 cm⁻¹, CH₃ (tBu) bending peak at 1394/1368 cm⁻¹, C-C-O stretching (O-tBu) at 1259 cm⁻¹ and C-O (O-tBu) stretching peak at 1151 cm⁻¹ represent tert-butyl group in PrBA. The characteristic absorption peaks associated with PS are at 1489, 1454, 760 and 700 cm⁻¹. After deprotection and etching in HF for 2 hours (DAS-1-HF), the characteristic peaks for PS remained intact, while the peaks related to PDMS (CH₃ bending and C-O stretching) and peaks originated from tert-butyl group disappeared entirely. The sharp peak (a in Figure 1) corresponding to the ester carbonyl group (C=O) was broadened after HF treatment due to the formation of carboxylic acid carbonyl group. The spectrum confirms that PDMS and tert-butyl groups were completely removed and PS was stable under HF treatment conditions. This shows that HF was also able to deprotect PrBA (yielding the hydrophilic PAA block) in addition to etching of PDMS. Identical chemical composition changes follow from TFA treatment (DAS-1-TFA) as shown in Figure 1.

![Scheme 3](image)

**Scheme 3.** Deprotection and etching by HF or TFA

![Graph](image)
Figure 1. FT-IR spectra of DAS-1 precursor sample (top line), after HF treatment (middle line) or after TFA treatment (bottom line).

Figure 2 shows small angle x-ray scattering (SAXS) 1D profiles of PtBA-b-PS (AS-1, AS-3) and DAS-1 before and after degradation. DAS-1 was treated with TFA and HF and both curves are shown in panel (c) of Figure 2. The ratios of scattering peak positions for the HF-treated samples were identical to those for the original diblock and triblock precursors. But the scattering intensity was significantly increased after HF or TFA treatment for all three samples, though at different degrees. This is due to an increased electron density contrast as a result of replacing the removed chain parts by vacuum. The SAXS data give evidence for the creation of nanoporous structures of the same morphologies as that of the respective diblock and triblock precursors.

Figure 2. SAXS 1D profiles of (a) AS-1, (b) AS-3 and (c) DAS-1 before and after degradation.

SEM micrographs of AS-3-HF and DAS-1-HF are shown on the same scale of magnification in Figure 3. Both samples show hexagonal patterns of pores, with the distinct difference that the cavities for DAS-1-HF are larger and wider spread apart compared to the cavities for AS-1-HF. This is as expected from the molecular weights of the two samples and from the fact that the triblock sample sacrifices a larger portion of the molecule during degradation.

Figure 3. SEM pictures of (a) AS-3-HF and (b) DAS-1-HF.

A direct proof of hydrophilicity for the nanoporous materials presented here was the spontaneous uptake of water. The three nanoporous PAA-b-PS samples: AS-1-HF, AS-3-HF, DAS-1-HF were placed into glass vials containing distilled water. After soaking in water for one day, the four PAA-b-PS samples sank down to the bottom of their respective vials. Volumes of water uptake for AS-3-HF, DAS-1-HF and DAS-1-TFA were close to the expected volumes. This confirms that hydrophilic nanopores were created in the four PS-b-PAA samples.

Conclusions
Nanoporous poly(acrylic acid)-b-polystyrene amphiphilic diblock copolymers with hydrophilic cavity surfaces were successfully prepared from PtBA-b-PS and PDMS-b-PtBA-b-PS copolymer precursors. The combination of living anionic polymerization and ATRP allows synthesizing PDMS-b-PtBA-b-PS triblock copolymer with a center PtBA block, which can be modified to the hydrophilic PAA, and PDMS block that can be fully degraded. Deprotection of tert-butyl groups in PtBA and selective etching of PDMS chains was accomplished by applying HF or TFA in one step. The hydrophilic property of nano cavity surfaces in the PAA-b-PS block copolymers was verified by water uptake measurements. The nanoporous polymers prepared in this work are expected to broaden the spectrum of possible applications of such materials in cases, which require aqueous or biological environment.
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This study consists of experimental as well as theoretical investigations of gypsum crystallisation and the unexpected occurrence of foaming in wet flue gas desulphurisation (FGD) plants. The observed nucleation, growth and breakage of gypsum crystals in a wet FGD pilot plant will be used to validate models describing the particle size distribution (PSD). A survey of the gypsum quality at Danish full-scale wet FGD plants will furthermore be performed. The origin of the unexpected occurrence of foaming in wet FGD plants will be investigated. The obtained knowledge will be used to point towards methods to optimize the operation of wet FGD plants.

Introduction
A substantial part of the world’s present energy demand is based on the combustion of fossil fuels, such as coal, oil and gas. Despite an increasing interest in alternative fuel sources, the combustion of fossil fuels is expected to continue to yield a significant part of the world’s energy demand in the coming years (figure 1).

![World Primary Energy Demand by Fuel](image)

**Figure 1: Projected development of the world’s primary energy demand (Mtoe = Million ton oil equivalents) [1].**

Due to the sulphur content of coals and oils, sulphur dioxide (SO$_2$), and to a lesser extent sulphur trioxide (SO$_3$), will be released by the combustion of these fuels. If emitted to the atmosphere the SO$_2$ can form sulphuric acid according to equation 1.

$$\text{SO}_2 (g) + \frac{1}{2}\text{O}_2 (g) + \text{H}_2\text{O} (l) \rightarrow \text{H}_2\text{SO}_4$$ (1)

The acidification of the environment caused by the formation of sulphuric acid in the atmosphere has been associated with a number of detrimental effects, such as:
- A reduction of biodiversity.
- Reduced crop and forest growth.
- Damage to buildings and architectural heritage.

Emitted SO$_2$ can furthermore contribute to the formation of aerosols in the atmosphere, affecting human health through respiratory and cardiovascular diseases.

In order to reduce these detrimental effects a range of FGD technologies have been developed and installed at power plants all over the world. The vast majority of the installed FGD capacity consists of the wet scrubber FGD technology [2] that either produces CaSO$_3$ sludge (equation 2) or CaSO$_4$·2H$_2$O/gypsum (equation 3) depending on the operating conditions.

$$\text{CaCO}_3(s) + \text{SO}_2(g) + \frac{1}{2}\text{H}_2\text{O} \rightarrow \text{CaSO}_3\cdot\frac{1}{2}\text{H}_2\text{O} + \text{CO}_2(g)$$ (2)

$$\text{CaCO}_3(s) + \text{SO}_2(g) + 2\text{H}_2\text{O}(l) + \frac{1}{2}\text{O}_2(g) \rightarrow \text{CaSO}_4\cdot2\text{H}_2\text{O}(s) + \text{CO}_2(g)$$ (3)
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Most European power plants use the gypsum-producing forced oxidation process (equation 3), because of the sales potential of the gypsum for either wallboard or cement production. The sales potential of the produced gypsum depends on quality parameters such as the particle size distribution (PSD), the moisture content and the impurity content.

A better understanding of the gypsum crystallisation process could facilitate a more consistent gypsum quality and point to ways of manipulating the gypsum properties. The incorporation of crystallisation kinetics predicting the gypsum PSD into mathematical process models is one way to obtain an increased control and understanding of the FGD process.

Non-wanted and unexpected foaming in wet FGD plants has been observed at several Danish power plants. This has caused a range of problems like scaling at the demister and FGD unit shut down, due to foam overflow from the reactor. The origin of this phenomenon is unknown and will be investigated with the aim of controlling foaming in wet FGD plants.

**Specific Objectives**
The overall objectives of this PhD project are:

- Derivation of crystallisation and degradation kinetics for the prediction of gypsum PSD.
- Investigation of the origin of foaming and the development of methods to control it in wet FGD plants.
- The use of the obtained results to optimize the operation of wet FGD plants.

**Crystallisation**
The crystallisation process describes the formation and growth of solid crystals from a solution. Crystallisation can be encountered in nature or it can be used industrially as a solid liquid separation technique.

Before crystallisation can take place the solution must be supersaturated with respect to the crystallising species. Super saturation can be obtained by either changing the solubility of the solution or by a reaction yielding a product with a low solubility. The following different techniques may be used:

- Solution cooling.
- Solvent evaporation.
- Chemical reaction.
- The addition of an additional solvent (drowning out).
- Change of the pH.

The first step in the crystallisation process is the gathering of solute molecules into clusters (nuclei). Depending on whether the clusters are below or above the critical cluster size they may either redissolve or grow. The critical cluster size is a function of parameters such as super saturation and temperature. The process described above is known as homogenous nucleation, however new crystal may also be formed by heterogeneous or secondary nucleation. Heterogeneous nucleation is the formation of “new” particles by precipitation on particles of other species. Secondary nucleation is the formation of new crystals by particle attrition caused by particle/particle, particle/wall or particle/stirrer collisions.

The next step of the crystallisation process is the subsequent growth of the formed nuclei. The crystal growth process consists of transport of the solute molecule to the surface, surface diffusion and incorporation into the crystal structure. The transport of solute molecules to the crystal surface depends on the concentration gradient and thereby the super saturation. The topography of the surface offers a range of different binding sites, the most favourable ones constitute only a small fraction of the total number of binding sites. Because of this even a small amount of a species preferably absorbed on these sites may have a significant effect on the rate of molecule incorporation (crystal growth) and the resulting crystal morphology [3]. An example of the gypsum crystal morphology seen at full-scale wet FGD plants is shown in figure 2.

**Figure 2:** Morphology of gypsum crystals from a full scale wet FGD plant.

In addition to the nucleation rate and growth rate of crystals factors such changes with time, breakage, agglomeration and the crystal residence time must be considered when modelling crystallisers. The population balance concept is well suited for this purpose, it describes the number of particles as a function of their size or volume. Equation 4 shows the general form of the population balance for a well mixed crystalliser [4].

\[
\frac{\partial n(l)}{\partial t} + \frac{\partial (G \cdot n(l))}{\partial l} + \frac{n(l)_\text{out}}{\tau} + n(l) \frac{\partial (\log V)}{\partial l} = B \ D \tag{4}
\]

The simpler mixed suspension mixed product removal (MSMPR) model can be derived (equation 5), by
assumptions of steady state, the absence of breakage/agglomeration, a well mixed product stream and a size independent growth rate. This equation allows an easy extraction of kinetic data from a semilogarithmic plot of the population density as a function of the particle size.

\[
\ln(n(t)) = \ln \left( \frac{G}{G_0} \right) - \frac{t}{G \cdot \tau}
\]

(5)

Pilot-Scale

The wet FGD pilot plant, used in this investigation, simulates a single vertical channel of the packing zone in a full-scale wet FGD plant. The basic outline of the pilot plant is illustrated by figure 3. A 110 kW natural gas boiler and subsequent SO₂ addition generates the SO₂ containing flue gas. The flue gas is brought into contact with the slurry in the absorber (a 7 m pipe with multiple sampling sites). The slurry leaving the absorber is collected in a hold-up tank where air injection and reactant addition take place. The pH of the holding tank is kept constant by an on/off control of the feed stream. A timer-controlled pump removes the slurry that exceeds a given level, ensuring a constant slurry level in the holding tank. The time to reach steady state operation is roughly a week.

Figure 3: Principal diagram of the wet FGD pilot plant.

Initial experiments have been focused on the extent of crystal breakage taking place in the wet FGD pilot and its effect on the PSD. Samples of gypsum slurry have been subjected to the mechanical stresses caused by stirring, recirculation and air injection for up to 600 hrs. The development in PSD as a function of time has been monitored by laser diffraction measurements with a Malvern Mastersizer S. The long exposure times caused a decrease in the volume fraction of particles above approximately 25 µm and a corresponding increase in the volume fraction of particles below this size. The increased fraction of small particles may cause a reduced dewatering potential of the gypsum. Various breakage models are being tested against the experimental data.

Full-Scale

A survey of the gypsum quality at a range of Danish full-scale wet FGD plants is currently in progress. Samples from 3 different plants have been collected, one of these plants was monitored during several weeks of operation, in order to obtain knowledge on the effect of operational variations on the slurry composition and ultimately the gypsum quality. It is the aim of this survey to compare the gypsum PSD and morphology with operational parameters such as slurry saturation degree, slurry composition, solid residence time and slurry density.

Foaming

Bubbles in a liquid may form as a result of injected air, stirring or the flow conditions present. The balance between the arrival of new bubbles to the surface and their persistence (lifetime) determines if an accumulation of bubbles, and thereby foam formation, will occur.

The persistence of a foam will be influenced by gravity-induced drainage of the bubble walls (lamella), gas diffusion between the bubbles, the attractive/repulsive forces of the approaching surfaces and capillary flow induced by pressure differences within the lamella. Foaming agents that provide increased bubble persistence include surfactants, macromolecules (such as polymers or proteins) or finely dispersed solids [5].

Laboratory experiments with a Bikerman column will be performed to investigate the influence of the additives, ions, and particles present in a wet FGD slurry on the foamability of the slurry. The Bikerman test measures the foam height at a dynamic equilibrium between the rate of bubble formation and the rate of bubble collapse. The foam height as a function of gas flow rate is recorded and used to calculate a Bikerman/foaminess coefficient of the solution (Σ).

\[
\Sigma = \frac{h}{v_s}
\]

(6)

This coefficient expresses the average bubble lifetime in the foam before it bursts. The coefficient is reported to be independent of gas flow rate, the shape and dimensions of the column and the amount of solution present, provided that the evaporation (low gas velocities) and the rupture of the lamella (high gas velocities) is negligible [6].
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**Nomenclature**

- \( B \) particle birth term \([\text{no m}^{-1} \text{m}^{-3} \text{hr}^{-1}]\)
- \( B^0 \) nucleation rate \([\text{no m}^3 \text{hr}^{-1}]\)
- \( D \) particle death term \([\text{no m}^{-1} \text{m}^{-3} \text{hr}^{-1}]\)
- \( G \) crystal growth rate \([\text{m hr}^{-1}]\)
- \( h \) foam height \([\text{m}]\)
- \( l \) characteristic particle length \([\text{m}]\)
- \( n \) population density \([\text{no m}^{-1} \text{m}^{-3}]\)
- \( t \) time \([\text{hr}]\)
- \( v \) gas velocity \([\text{m hr}^{-1}]\)
- \( V \) volume \([\text{m}^3]\)
- \( \Sigma \) = Bikerman coefficient \([\text{hr}]\)
- \( \tau \) residence time \([\text{hr}]\)

**Subscript**

- \( o \) out
- \( s \) superficial
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Scale-Up of Fluidized Bed Coating Systems

Abstract
Fluid bed granulation is a vital operation in the pharmaceutical, enzyme and food/feed industry, and fluid beds are used extensively to form liquid formulations into solid products. Although widely used, fluid bed operations are still not fully understood or described. This means that industrial fluid bed operations and optimisation are still highly dependent on empirical approaches. Especially up-scaling of fluid bed systems is a challenging task with decisions to be made at many levels. This Ph.D. project aims at the fundamental understanding of the fluid bed granulation process in an industrial context having successful scale-up as its primary focus.

Introduction
Particle processing in fluidised beds is a key operation to many types of industries including the food and pharmaceutical industries. In the production of solid enzyme products, fluid beds are used to produce enzyme granules with the proper product properties by spraying the enzyme concentrate through nozzles onto the agitated fluidised bed often consisting of inactive filler cores. In that sense agglomeration is an unwanted phenomenon but in other applications, agglomeration is indeed desired. In either case, control of agglomeration is essential.

Proper product quality is highly dependent on the precise control and optimisation of the process. As there is more than forty parameters involved in the fluid bed coating process, and as many of these parameters interact, fluid bed optimisation is an extremely difficult exercise. The situation is further complicated by the fact that during fluid bed processing many different processes occur simultaneously including wetting, drying, chance of agglomeration, attrition and more. As, in addition, particle trajectories inside fluid beds are chaotic, modelling and simulation of the coating process with commercial products is not an easy task. Thus, fluid bed processes and products are still highly dependent on experimental results although this is tedious, time consuming and thereby expensive.

Often, optimisation of a fluid bed process is done in small- or medium-scale and then transferred to the large production-scale. This requires detailed knowledge of not just process and formulation properties but also knowledge of scaling principles and parameters; e.g. which parameters should be kept constant during scale-up and which parameters may be varied. Currently, scaling is still based on experience as reviewed by Hede (2006b). This is not a satisfactory situation - neither from an academic nor from an industrial point of view.

Commercial enzyme granules are typically coated with different types of coating layers falling into two basic categories being inorganic salt coating and polymer film coatings. A typical example of a commercial enzyme granule with both types of coatings can be seen in figure 1. This granulation process is based on a combination of mixer and fluid bed technology, where the active granulate is built around an inert carrier/core, which is produced and formulated in a high-shear mixer. Enzyme and inert functional layers are added onto the core in successive steps. First, the enzyme is added by absorption of concentrate into the carrier/core in a high-shear mixer. Then additional concentrate is added by spraying in a fluid bed to reach the specified product activity. Next, the granule is coated in a fluid bed with a layer of typically sodium sulphate. The granule is finally equipped with an outer film coating consisting of a mixture of different types of polymers. An additional layer of low-viscous polymer may be added as a lubricant to reduce attrition [1,2,3].
In recent articles [4, 5, 6, 10] fluid bed coating processes with sodium salt solutions were treated in detail in the context of fundamentals and scale-up issues. Results are promising regarding control of the process at the same time being able to produce salt coated granules with high mechanical strength and low tendency of agglomeration during processing. Results indicate that especially nozzle conditions play an important role for the outcome of the process and that temperature and humidity conditions inside the bed during coating is of primary importance regarding agglomeration. Hede et al. [6] suggested that the bed temperature and bed humidity during steady state coating conditions were combined into a so-called Drying force parameter, according to equation 1, indicating the rate of moisture evaporation from the coated particles.

\[
\text{Drying Force} = P_{\text{sat}}|_{T_{\text{bed}},100\%rH} - P_{\text{actual}} \tag{1}
\]

where \(P_{\text{sat}}|_{T_{\text{bed}},100\%rH}\) is the saturated pressure at the dry bulb temperature and \(P_{\text{actual}}\) is the actual vapour pressure of the fluidisation air at the bed temperature and the bed relative humidity conditions. \(P_{\text{sat}}\) is calculated from the Antoine equation and \(P_{\text{actual}}\) is given by equation 2.

\[
P_{\text{actual}} = \frac{\text{Bed rH}\%}{100 \text{rH}\%} \cdot P_{\text{sat}}|_{T_{\text{bed}}} \tag{2}
\]

The advantages of the Drying force parameter in a scale-up context were emphasized in the works by Hede et al. [6]. This paper further argues in favour of fluid bed process operation in terms of fixed nozzle conditions and fluidisation velocity throughout the coating process with conditions inside the fluidisation chamber adjusted only in terms of the inlet air temperature. Whether this fluid bed coating control approach can be used for polymer film coating has not yet been tested.

**Specific Objectives**

It is the objective of the Ph.D. project to achieve a fundamental quantitative understanding at particle level of what is going on inside the fluid bed during coating/agglomeration processing. Further, it is the objective to be able to propose and test new principles for successful scale-up of the fluid bed coating process from pilot plant-scale into large-scale.

**Experimental**

A number of coating experiments were carried out using a Niro-Aeromatic Multiprocessor type MP-1 with a stainless steel fluidising chamber of 16 L allowing a particle bed load of 4000 g to be fluidized. A sketch of the general set-up in each of the three fluid bed systems may be seen from figure 2.

Resembling standard coating formulations within the inorganic salt and polymer film coating solution two coating formulations were selected for comparison being a 15 w/w% \(\text{Na}_2\text{SO}_4\) + 1 w/w% Dextrin and a 10 w/w% \(\text{PVA}\) + 10 w/w% \(\text{TiO}_2\) solution. Demineralised water was used as solvent.

Prior to coating, the core bed load was heated until the relative humidity inside the fluidisation chamber was constant, typically ranging from 5 RH\% to 7 RH\% depending on weather conditions. In each coating operation the aim was to coat until the bed load had increased 20 w/w\%. This was done in order to make sure that a reasonable coating layer (~ 5 - 10 µm) had developed. After coating, the bed load was kept fluidised at identical fluidisation velocity and temperature conditions in order to dry the coated granules. This was done until the relative humidity inside the chamber was identical to the conditions prior to coating. The coated bed load was afterwards weighed in order to make sure that the bed load had gained in weight about 20 w/w\%. For all the experiments the batch weight gain was in the range of 18.7 w/w\% – 19.5 w/w\% indicating little loss of core material as well as little loss of coating solution due to spray drying.

**Results and Discussion**

Result with the two types of coating solutions showed interestingly that the agglomeration tendencies distributed nicely in bonds when the corresponding Drying force value was depicted as a function of the spray rate. However, the agglomeration bonds were not similar for the two coating solutions as it can be seen from figure 3 and figure 4. Whereas the agglomeration tendency is < 5 w/w\% for the \(\text{Na}_2\text{SO}_4\) coating process over a wide range of Drying force/spray rate conditions...
the agglomeration tendency was not observed to be less than 10 w/w% for the PVA/TiO₂ coating solution. Furthermore, the regime with agglomeration tendency in the range of 10-20 w/w% was quite narrow. Apparently, it is much more difficult to coat with the polymer coating solution compared with the Na₂SO₄ solution.

Figure 3: Resulting agglomeration tendencies for coating experiments with 15 w/w% Na₂SO₄ coating solution. The dashed lines indicate the demarcation between the different agglomeration regimes.

Figure 4: Resulting agglomeration tendencies for coating experiments with 10 w/w% PVA + 10 w/w% TiO₂ coating solution. The dashed lines indicate the demarcation between the different agglomeration regimes.

In order to study what causes the differences in processing the two type of coating solutions were studied in detail. Rheological characterisation of the coating solutions was performed with Physica MCR 301 Rheometer (Anton Paar GmbH, Austria) in which is was possible to measure the shear viscosity at different temperatures and shear rates.

Stickiness measurements were carried out in a TA.XT2i Texture Analyser (Stable Micro Systems, England). The probe was a standard Perspex 20 mm probe being an acrylic cylinder with sharp edges and a well-defined surface area. A specially designed stainless steel plate was designed for the coating liquid samples. For the liquid sample a cylinder-shaped hole with a diameter of 30 mm and a depth of exactly 200 µm was cut with a milling cutter into the stainless steel plate. A sketch of the texture analyser system may be seen from figure 5.

Figure 5: Sketch of the TA.XT2i Texture Analyser coating formulation screening tool.

Results from the fluid bed coating and rheology experiments indicated the following points:

- It is not the bulk viscosity of the coating solution that plays an important role regarding agglomeration but rather the extent of stickiness during steady state coating.
- The bulk viscosity does indeed play an important role regarding the degree of droplet penetration into the coated core. As the coating liquid bulk viscosity increased, the level of droplet penetration decreased.
- It was however observed, how the tendency of agglomeration clearly decreased as the mean droplet size decreased, but also that the trends were different for the two types of coating solutions with respect to the tendency of agglomeration., i.e. the PVA/TiO₂ solution responded clearly with increased agglomeration percentage upon a small increase in the mean droplet size, whereas the agglomeration tendency for the salt solution was hardly affected in the range of the tested mean droplet sizes.
- The PVA/TiO₂ solution is a colloidal system having an isoelectric point and a glass transition temperature. It was observed that the viscosity, stickiness and agglomeration tendency all could be reduced by reducing the pH to a value far from the isoelectric point.
- By replacing 1/10 of the PVA and an equal amount of the TiO₂ with Neodol (a high purity C12-C13 Primary alcohol ethoxylate with an average of approximately 6.5 moles of ethylene oxide per mole of alcohol), reducing
the solution pH to 4, the resulting agglomeration tendency could be reduced by roughly 10 w/w% points. The morphology interestingly also improved significantly in terms of the formulation modifications.

Conclusions
In the pursuit of finding the causes why polymer and inorganic salt solutions cannot be processed under similar fluid bed process condition in order to result in similar tendency of agglomeration, a number of detailed studies were carried out in order to optimise process and formulation conditions. Experimental studies were based on hypotheses originating from previous experience and theoretical knowledge found in literature.

The results in the present study have clearly shown that the coating with inorganic salt solutions in a top-spray fluid bed is indeed different from coating with a polymer solution with inorganic filler particles in suspension. In comparison the salt coating process is a fairly simple process where it is possible to keep the agglomeration tendency low even at high process intensity. The salt coating process can be controlled in terms of process parameters solely as correct choices of parameters such as spray rate, bed temperature and bed humidity are sufficient to control the process.

On the contrary, the polymer coating process is much more sensitive. First of all the coating process cannot be controlled in terms of process parameters alone. Correct choices of process conditions are difficult as there is only a narrow regime in which there is a possibility that the agglomeration tendency can be kept low. The coating formulation is also of primary importance for the agglomeration tendency. The fact that a polymer solution with dispersed inorganic particles constitutes a colloidal system requires knowledge of glass transition temperature as well as surface and electrostatic phenomena for the correct optimisation of the formulation. This also means that the correct preparation (order of dispersion, temperature range, stirring, correct heating ramping etc.) of the coating liquid is of importance. The strict requirements for correct choice of process and formulation properties all together clearly make the polymer coating process a challenging exercise.
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Particle Dynamics in Monolithic Catalysts

Abstract
Emission of nitrogen oxides from pulverized coal combustion is a major environmental problem today. The most used method for reduction of nitrogen oxides in the flue gas from coal fired power stations is Selective Catalytic Reduction (SCR) of nitrogen oxides with ammonia as reducing agent. A major problem using the SCR process is the risk of plugging and erosion/attrition of the monolithic catalysts because of fly ash particles in the flue gas. The objective of this Ph.D. project is to develop a model that in combination with Computational Fluid Dynamics can simulate the degree of plugging in monolithic catalysts with flue gas containing high fly ash concentration. The model should be a function of particle properties, gas velocities, angle of incidence to the monolith, geometry of the catalyst, and characteristics of the surfaces.

Introduction
The formation of nitrogen oxides (NOx) during combustion processes takes place partly because of reaction between oxygen and nitrogen in the combustion air and partly because of reaction between oxygen in the air and nitrogen in the fuel. The formation of NOx is an unwanted reaction because it contributes to acidifying the rain water and also is unhealthy for human beings.

Figure 1: Illustration of a high dust SCR reactor with monolithic catalysts.

The most used method for reducing NOx in the flue gas from coal fired power stations is Selective Catalytic Reduction (SCR) of NOx, where ammonia (NH3) is used as reduction agent. Figure 1 shows an illustration of a high dust SCR reactor with monolithic catalysts. The global reactions for the SCR process are:

\[
4NO + 4NH_3 + O_2 \rightarrow 4N_2 + 6H_2O
\]
\[
6NO_2 + 8NH_3 \rightarrow 7N_2 + 12H_2O
\]

where the products are free nitrogen (N2) and water (H2O) which are harmless to the environment.

Figure 2: Picture of Haldor Topsøe A/S DeNOx SCR catalysts with corrugated monolith.

Generally industrial catalysts consist of vanadium and wolfram (V2O5/WO3) dispersed on a titanium oxide (TiO2) carrier. Figure 2 shows a picture of two Haldor Topsøe A/S DeNOx catalysts with corrugated monoliths. The high dust zone in the stationary power
stations is usually preferred for the SCR reactor. The operating temperature in the high dust zone is in the range from 300 to 400°C which is ideal for the catalytic activity. The content of NO, in the flue gas is typically about 300 to 700 ppm, and NO, can thereby be reduced by 80 to 90% over the SCR catalyst with an ammonia slip of a few ppm.

A major problem using the SCR DeNOx process under high dust conditions is the risk of plugging and erosion/attrition of the monolithic catalysts because of fly ash particles in the flue gas. The content of fly ash formed by the combustion processes is usually about 5-20 g/Nm³ [1]. Monolithic catalysts are generally designed as a collection of catalytic channels, where the flue gas flows parallel to the wall to minimize the risk of plugging. Despite regular soot blowing, it is observed that a major part of the channels in the catalysts have been deactivated due to plugging. The plugging can be minimized by using larger channel diameters but as a consequence the catalyst volume has to be larger to obtain the same conversion which makes the reactor more expensive. One of the main design criteria is that the catalysts should be able to operate under heavy dust load and be compact to reduce cost, and at the same time function effectively without plugging.

Objective
To meet these design criteria it is necessary with a fundamental study (both experimental and numerical) of the particle dynamics in monolithic catalysts in order to understand the mechanisms that transport and deposit fly ash particles on the surface of the catalyst. Depending on the size of the particles, the transport can be due to Brownian diffusion [7], particle inertia, aerodynamic forces [2], turbulent diffusion [8] or thermophoresis [6].

Today a lot of models exist in the literature for transport of particles and aerosols in duct flow including deposition of these. It is also possible to use CFD to simulate transport and deposition of particles and aerosols in turbulent gas flow [3, 4]. CFD models also exist that can simulate the performance of the SCR reactor downstream in coal fired power stations is usually preferred for the SCR reactor. The operating temperature in the high dust zone is in the range from 300 to 400°C which is ideal for the catalytic activity. The content of NO, in the flue gas is typically about 300 to 700 ppm, and NO, can thereby be reduced by 80 to 90% over the SCR catalyst with an ammonia slip of a few ppm.

Figure 3: Experimental setup for measuring deposition of submicron particles in a 3m long electro polished pipe with a diameter of 6mm.

All fittings in the setup were Swagelok® and tubes were made of carbonized silicon material to prevent deposition due to electrostatic forces. Dimensions of the fittings and tubes in the setup were ¼" inch except for connections to the atomizer, where ½” fittings and tubes were used.

The principle of the setup was as follows. Pressurized atmospheric air at 5 bar controlled by a valve was fed to the atomizer through a particle filter. The atomizer was set to a pressure at about 4 bar giving a flow rate of about 10 l/min per nozzle which was connected to the exhaust system. Because the SMPS system was set to a flow rate of 300 ml/min controlled by an internal vacuum pump, a side stream of 300 ml/min was drawn from the atomizer main aerosol stream through the diffusion dryer and through the deposition pipe. The surplus of the aerosol stream from the atomizer was led to the exhaust system. To minimize deposition losses through the sampling lines, these were made as short as possible giving a maximum length of about 10 cm. To minimize deposition in the system due to electrical charges the setup was grounded using stainless steel and carbonized tubes.

Methods
An experimental setup has been built for measuring deposition of submicron particles in a pipe, see Figure 3. The experimental setup consisted of a Six-Jet Atomizer Model 9306A TSI Incorporated, a Diffusion Dryer Model 3062 TSI Incorporated, an Aerosol Neutralizer Model 3054 TSI Incorporated, a 3m long electro polished stainless steel tube1 for deposition of aerosol particles and two sampling lines for Scanning Mobility Particle Sizer (SMPS) measurements. The flow rate in the deposition pipe was 300 ml/min, giving an average velocity of 0.18 m/s corresponding to a Reynolds number of about 72, to ensure enough residence time for deposition of submicron particles.

The stainless steel pipe had a surface roughness of 2 nm.

1
The Scanning Mobility Particle Sizer (SMPS) system consisted of a Condensation Particle Counter (CPC) model 3775 TSI Incorporated, and a Long Differential Mobility Analyzer (LDMA) model 3081 TSI Incorporated or a Nano Differential Mobility Analyser (NDMA) model 3085 TSI Incorporated depending on the system settings. The SMPS system measured the size distribution of a poly-dispersed aerosol in the size range between 4.4-833nm using the NDMA for particles in the size range between 4.4-168nm and the LDMA for particles in the size range between 13-833nm. The CPC counted the different classes of particles classified by respectively the NDMA and LDMA.

A dust pilot at Haldor Topsøe A/S was rebuilt with a worst case angle of incidence at 45° to the monolith for investigating fly ash deposition and plugging in monolithic catalysts as a function of different fly ash types, particle concentration in the gas flow and the linear gas velocity.

Deposition of neutral (carrying zero charge) submicron particles in the particle size range between 3-800nm in a 3m long smooth pipe has been numerically investigated using the commercial CFD solver Fluent.

**Results and discussion**

The particles that were generated by the atomizer were produced by a 0.002 wt% salt solution consisting of potassium chloride KCl. The size distribution of the poly-disperse KCl aerosols between 4.4-168nm was measured using the NDMA. The measurements were carried out at the top and bottom of the deposition pipe, see Figure 3. In order to analyze the effect of particles carrying a charge, the measurements were carried out both with and without using the Aerosol Neutralizer in the setup as shown in Figure 3. Using the Aerosol Neutralizer discharges the particles to a Boltzmann charge equilibrium. The size distributions of the poly-disperse KCl aerosols at the top and the bottom of the deposition pipe are shown in Figure 4.

![Figure 4](image_url)

**Figure 4**: Size distributions of the charged and discharged poly-disperse KCl aerosols at the top and the bottom of the deposition pipe consisting of a 3m long electro polished pipe with a diameter of 6mm.

As it can be seen from Figure 4 the concentration of the discharged particles measured at the bottom of the deposition pipe is substantially higher than the concentration of the particles which have not been discharged by the Aerosol Neutralizer. Figure 5 shows the deposition of particles in per cent in the deposition pipe as a function of particle size, based on the measurements at the top and bottom of the deposition pipe showed in Figure 4. As it can be seen the discharged (discharged to a Boltzmann charge equilibrium) particles show a lower deposition rate in the range between about 20-80nm than particles which have not been discharged. This is probably due to additional deposition from electrostatic forces as a result of the higher charge that the particles are carrying. Tsai et al. [9] have reported that the charge on NaCl particles generated by an atomizer increases with a decrease in NaCl solution. Therefore, it is probably the same effect seen here, where the KCl particles generated from a very low 0.002 wt% KCl solution carry a high charge compared to the Boltzmann charge equilibrium, which has been obtained in the case where the Aerosol Neutralizer was used to discharge the particles.

The measured deposition was also compared with CFD simulation of the deposition, of submicron particles carrying zero charge, in the particle size range between 3-800nm in a 3m long smooth pipe with a diameter of 6mm. As it can be seen from Figure 5, there is some deviation between simulation and measurements. This could probably be due to the effect of the mirror force acting on a particle from the Boltzmann charge equilibrium and the mirror force in the case where the particles are highly charged.

**Conclusion**

Particle size distribution and deposition rate of highly charged aerosol particles generated by an atomizer from a 0.002 wt% KCl solution were measured at the top and bottom of a 3m long pipe with a diameter of 6mm. Size distribution and deposition rate were compared with particles which have been discharged to a Boltzmann charge equilibrium using an Aerosol Neutralizer. The
size distribution shows that concentrations of the discharged particles at the bottom of the deposition pipe are substantially higher than the concentration of the particles which have not been discharged. The discharged particles show a lower deposition rate in the range between about 20-80nm than particles which have been discharged. This could probably be due to an additional deposition from electrostatic forces as a result of the higher charge that the particles are carrying. CFD simulations of the deposition of submicron particles carrying zero charge in the particle size range between 3-800nm in a 3m long smooth pipe with a diameter of 6mm show lower deposition than the charged and the discharged particles. The reason could probably be that particles in the CFD simulations are fully neutral particles that are carrying zero charge.

Future work
In the next period plugging experiments using the rebuilt dust pilot at Haldor Topsøe A/S will be carried out. Further experiments will be made with the experimental setup for measuring deposition of submicron particles in a pipe, and the setup will be modified in order to investigate the effect of large particles in the micro meter range. Further investigations will be carried out in order to explain the deviation between the measured and the simulated deposition. Modelling of particle deposition from micron particles in a single pipe will be carried out taking the particle/wall interaction into account.
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Enzymatic Production of Prebiotics from Sugar Beet Pectin

Abstract
The potential importance of dietary fibres and oligo-saccharides in modulating the microbial ecology of the human colon to exert beneficial health effects is currently receiving significant attention. By targeting dietary fibre structures and prebiotics by selective enzymatic hydrolysis of complex plant substrates, such as pectin, defined poly- and oligomers can be derived.

Introduction
Dietary fibres and prebiotics are non-digestible dietary carbohydrate structures that can be health promoting by supporting the growth of beneficial bacteria in the human colon, such as *Bifidobacterium sp.* and via other mechanisms [1]. This PhD project builds on that a significant potential exists for targeting dietary fibre and prebiotics structures by selective enzymatic hydrolysis of pectinaceous plant cell wall structures present in sugar beet pulp – the byproduct stream left over from industrial production of sugar.

Specific objectives
The focus of the project will be on manufacture of the target oligomer products via intelligent reaction optimisation and combination of monoactive experimental enzymes available in the Prebiotics Center [2]. A particular focus area will be on characterising the action of these enzymes in modification of pectin rhamnogalacturonan I (rg I) (see Figure 1). Rg I is a heteropolysaccharide composed of a rhamnogalacturonan backbone with arabinan, galactan, and arabinogalactan side chains. The design of optimal enzyme reactions, including only the required activities for the particular target substrate and target product, will be done via an iteration of advanced structural substrate and product analyses in systematic enzymatic treatments using monoactive enzymes. The research will include reaction parameter optimisations of selected reactions. The experimental work will be conducted to allow obtaintment of new realizations about enzyme cascade action patterns on rg I and other pectin structures, including quantitative kinetics on branched plant cell wall polysaccharides.

Figure 1. schematic structure of rhamnogalacturonan I

The first challenge is to establish methods for thorough analysis of the substrate and the product oligomers in order to design a properly targeted enzyme biocatalysis followed by construction of statistically designed combinations of monoactive experimental enzymes for contriving optimal “minimal” enzyme cocktails.

Acknowledgements
The project is anchored in the Center for Biological Production of Dietary Fibres and Prebiotics at DTU (“Prebiotics Center”), granted by DSF. The project has significant involvement from Danisco A/S which provides the sugar beet pulp.

References
**Abstract**

Optimizing process operation through model based control strategies requires ideally a control oriented identification of the plant model. Identification for control should be performed under the conditions the process is operated at i.e. under closed loop control. Identification in closed loop implies an iterative procedure where the closed loop performance is optimized. Estimation of a process model from closed loop data needs to take the correlation between the process input and the external noise signal into account.

**Introduction**

The increasing competition on the global market has rendered optimizing process operation a necessity for new as well as existing production in the chemical industry. Advanced control strategies based on models for a specific process plays an important role in this respect. In particular implementation of model predictive controllers (MPC) in recent years, have contributed to increase competition capabilities of the product supply chain. Control oriented process modelling is part of the frame work on application oriented modelling. System identification is an area that has received much attention but within identification for control there is still a need for development of systematic methods. Identification for control implies experiments where the collected data for identification are retrieved from a process operated under control i.e. in closed loop.

The benefits and challenges in closed loop identification has been motivated several times in the literature where a key point is, that it is the performance of the closed loop that is object for the optimization [4,9]. Since then several research groups have worked on development of suitable systematic methods for handling an iterative procedure of closed loop experiments, model parameter estimation, and enhanced control design. This project is devoted to further development of optimization methods for processes through control oriented system identification.

**Closed loop identification**

A stable feedback connection $T(P,C)$, consisting of the possible unstable system $P$ and the controller $C$, will due to the controller reject disturbances and track set points. The performance of the loop can be evaluated through some norm of a performance cost function $J(P,C)$. In order to excite the system to reveal the dynamics, two external perturbations signals can be introduced to the system. The closed loop system with external probing signals is shown on the figure.

The signal $r_1$ introduces a deviation from the optimal control input to the system which will act as a known disturbance on the plant input. The second signal $r_2$ acts as a known perturbation in the reference signal and can therefore be used to move the process around to span a desired region of the output space.

**Methodology**

Closed loop identification is an iterative procedure due to the influence of the control. The identified plant model is used to design a new controller in order to enhance the performance of the loop. If the performance specifications are not met repeated iterations will have
to be performed according to the following scheme until the performance is satisfactory.

- Closed loop experiment
- Estimation of a plant model, \( P_i \)
- Implement controller \( C_{i+1} \) based on \( P_i \)
- Evaluation of closed loop performance, \( ||J(P, C_{i+1})|| \)

Identification in closed loop through the iterative scheme involves some inherent problems and design challenges that needs to be addressed in order to ensure convergence of the procedure [1]. It must be required that the performance of the control loop is equal to or better than the performance of the loop for the previous iteration.

**Estimation**

Three main approaches to model estimation from closed loop data emerge, each with a number of advantages and disadvantages [8].

- Direct identification
- Indirect identification
- Joint input/output identification

In direct identification \( \{u, y\} \) are used to estimated the process model as in open loop identification. The basic principle of not having inputs that are correlated with noise are violated by this method. A consistent estimate is only produced by this method if the data are informative and the estimate contains the true model structure. This can imply that a very high model order have to be chosen in order to avoid bias. The advantages of the direct estimation is that it is simple and applicable regardless whether the controller are know and its complexity.

In the indirect identification a model is estimated using \( \{r, y\} \) which prevent the problem with correlations. Given this estimate of the closed loop an estimate for the process is deduced using knowledge of the controller.

The joint input/output identification estimates the transfer from the excitation signals \( r \) to both \( u \) and \( y \). The system model is then equal the ratio between the two transfer functions.

**Approaches to closed loop optimization**

In order to ensure a robust control design based on an estimated model, it is necessary to estimate both a nominal model and its uncertainty set. In the thesis by de Callafon, [1], this is done by fractional identification through the dual-Youla parameterization and robust control design is based on \( \mu \)-synthesis. Through an iterative procedure, the closed loop performance is optimized in a robust sense.

A more simple approach is to replace the robust infinity norms in the identification and control design with the 2-norm to facilitate the calculations. That could lead to a least squares identification problem and a frequency weighted LQG-control design [10]. This design does not have the same robust stability or performance properties as the infinity norm design. Given an identified model and the parameter confidence regions, stability and performance can be ensured for all systems within the confidence region. This approach will improve robustness properties but only for parametric uncertainty. If the identified model structure is wrong, stability can not be guarantied.

In the following section a data driven method will be presented which does not depend on an identified model of the system.

**Iterative Feedback Tuning**

This method of iterative performance enhancement does not include an estimate of the process model. The basic idea is to formulate a loop performance cost function and use an optimization algorithm to minimize this cost function with respect to the controller parameters. Evaluations of the partial derivatives of the cost function with respect to the controller parameters, \( p \), are based on measurements taken form the closed loop system. The algorithm was first presented in [5] and have since been extended and tested in a number of papers. See [2] and [3] for an extensive overview of the development of the method and for references to applications.

Given a description of a closed loop system as depicted on the figure above, where the two degree of freedom controller, \( C = \{C_r, C_y\} \), is implemented on the discrete linear time invariant system \( G \), the transfer functions are given as:

\[
\begin{align}
y &= \frac{C_r G}{1 + C_y G} r + \frac{1}{1 + C_y G} v = T_r + S v \\
u &= \frac{C_r}{1 + C_y G} r - \frac{C_y}{1 + C_y G} v = SC_r r - SC_y v
\end{align}
\]

where \( r \) is the reference value for the measurements \( y \), \( u \) is the actuator variable and \( v \) is a noise signal for the system which is presented in deviation variables. \( S \) and \( T \) are the sensitivity and the complementary sensitivity function respectively. Given a desired reference model for the closed loop \( T_d \), the desired response from the
The performance criterion can then be formulated as a typical quadratic cost function, $F(\rho)$, with penalty on deviations from the desired output and the control effort. The deviation of the outputs is given as

$$\tilde{y} = y - y_d$$

The optimal set of parameters will then require that the partial derivative of the cost function with respect to the controller parameters is zero and these represent the global minimum given the admissible parameter space. This optimal solution to the minimization problem can be obtained through an iterative gradient based search algorithm in case where the cost function is convex.

$$p_{i+1} = p_i - \gamma_i R_i^{-1} \frac{\partial F(p_i)}{\partial \rho}$$

where $R_i$ is a positive definite matrix and $J$ is the Jacobian. The i'th step is then given by $h_i = -\gamma_i R_i^{-1} J(p_i)$. In case $R = I$ the algorithm steps in the steepest decent direction. In case $R = H(\rho)$ or an approximation to the Hessian, the Newton or Gauss-Newton algorithm appears. $\gamma_i$ determine the step length and the choice of $R$ and $\gamma$ will thus affect the convergence properties of the method [5]. The determination of $\gamma_i$ can be evaluated using a line search method.

The key contribution in Iterative Feedback Tuning is that it supplies an unbiased estimate of the cost function gradient without estimating a plant model, given that the noise $v$ is a zero mean, weakly stationary random signal [3]. Using an estimate of the Jacobian in equation (2) instead of the analytical Jacobian as a stochastic approximation, the method will still make the algorithm converge to a local minimizer, provided that the estimate is unbiased. Given the cost function

$$F(\rho) = \frac{1}{2N} \sum_{i=1}^{N} \tilde{y}_i(\rho)^2 + \lambda \sum_{i=1}^{N} u_i(\rho)^2$$

where the minimization criterion is

$$0 = J(\rho) = \frac{1}{N} \sum_{i=1}^{N} \tilde{y}_i(\rho) \frac{\partial \tilde{y}}{\partial \rho} + \lambda \sum_{i=1}^{N} u_i(\rho) \frac{\partial u}{\partial \rho}$$

it is seen that estimates of the gradients of deviation of the output and the control are needed in order to produce an estimate of the Jacobian. Since $y_d$ is not a function of the controller parameters the gradient of the output is used instead of the deviation from the desired output. The partial derivatives of the in- and output with respect to the controller parameters can be evaluated based on equation (1).

$$\frac{\partial \tilde{y}}{\partial \rho} = \frac{1}{C_r(\rho)} \frac{\partial C_r}{\partial \rho} T(\rho) r - \frac{1}{C_r(\rho)} \frac{\partial C_r}{\partial \rho} S(\rho) y$$

$$\frac{\partial u}{\partial \rho} = \frac{\partial C_r}{\partial \rho} S(\rho) r - \frac{\partial C_r}{\partial \rho} S(\rho) y$$

Estimates of these two gradients can be produced given data from three separate closed loop experiments on the system. The three experiments can be designed as follows:

1. $r^1 = r$ i.e. the reference in the first experiment is the same as for normal operation of the process.
2. $r^2 = y^1$ i.e. the reference in the second experiment is the output from the first experiment.
3. $r^3 = r$ i.e. the reference in the third experiment is the same as for normal operation of the process just as in the first experiment.

These experiments gives the following in- and outputs

**Ex. no 1:**

$$y^1 = T(\rho) r + S(\rho) v^1$$

$$u^1 = S(\rho) (C_r(\rho) r - C_y(\rho) v^1)$$

**Ex. no 2:**

$$y^2 = T(\rho) y^1 + S(\rho) v^2$$

$$u^2 = S(\rho) (C_r(\rho) y^1 - C_y(\rho) v^2)$$

**Ex. no 3:**

$$y^3 = T(\rho) r + S(\rho) v^3$$

$$u^3 = S(\rho) (C_r(\rho) r - C_y(\rho) v^3)$$

The sequence of input/output data form these experiments $(y^i; u^i)$ were i is 1, 2 or 3 will be utilized as

$$\tilde{y} = y^1 - y^d$$

$$u = u^1$$

$$\frac{\partial \tilde{y}}{\partial \rho} = \frac{1}{C_r(\rho)} \left( \frac{\partial C_r}{\partial \rho} y^1 - \frac{\partial C_y}{\partial \rho} y^2 \right)$$

$$\frac{\partial u}{\partial \rho} = \frac{1}{C_r(\rho)} \left( \frac{\partial C_r}{\partial \rho} u^1 - \frac{\partial C_y}{\partial \rho} u^2 \right)$$

It can be seen from equation (6a) and (6b) that the first experiments gives the measurement of the deviation from the desired output and the input which are needed in the estimate of $J(\rho)$. The estimate of the gradients of the input and output can be written as

$$\frac{\partial \tilde{y}}{\partial \rho} = \frac{\partial y}{\partial \rho} + S(\rho) \left( \frac{\partial C_r}{\partial \rho} y^3 - \frac{\partial C_y}{\partial \rho} v^2 \right)$$

$$\frac{\partial u}{\partial \rho} = \frac{\partial u}{\partial \rho} - S(\rho) C_y(\rho) \left( \frac{\partial C_r}{\partial \rho} u^3 - \frac{\partial C_y}{\partial \rho} v^2 \right)$$

From this result it can be seen that the noise signal $v^1$ plays an active part in the optimization of the controller parameters while only the noise terms from the second and third experiment act as nuisance.
Simulation Example
The figure and table shows the result of optimizing the setting time for a second order process with Iterative Feedback Tuning. Responses are shown for the initial, the two first iterations and for the optimal set of parameter for a PID controller with a first order derivative filter. The loop is implemented with PI action on the reference and full PID action in the feedback. The red curve $y_d$ shows the desired response.

Recent developments.
As part of this Ph.D. project the Iterative Feedback Tuning method has been applied on control loops with other and more complicated types of control than classic PID-control. Satisfactory results were obtained from tuning a multivariable control loop with a nonlinear inventory control law on a pilot plant of a two tank system [6]. Work is being carried out on extending the method to state space model representations.

Controller tuning for disturbance rejection is notoriously difficult by Iterative Feedback Tuning due to poor signal to noise ratio in data. A methodology for improving the information content in data by use of external excitation has been developed for Iterative Feedback Tuning. Probing signals is generated from a constrained optimization [7].

Conclusion
Identification for control is a strategy of iterative performance enhancement where data are collected from the closed loop system. Several approaches exits for deriving the plant model from closed loop data and for the methods of consecutive identification and control design steps.

Iterative feedback tuning is a purely data driven approach to loop performance enhancement. In a short example it has been shown that the closed loop performance can be improved in very few iterations for a reference response time problem. Extensions are under investigation to more general model representations and to utilization of perturbation signals for ensuring suitable signal to noise ratio in tuning for disturbance rejection.
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Flash Pyrolysis of Agricultural Residues for Bio-oil Production and Utilisation

Abstract
The focus of this study is to optimize the flash pyrolysis process of agricultural residues such as wheat straw, rice husk, palm oil wastes, lignin residue and waste water sludge for the production of bio-oil. In a flash pyrolysis process, biomass is thermally converted to bio-oil, char and gas with high heating rate in the absence of oxygen. The flash pyrolysis process is preferred due to its ability to produce a large fraction of liquid product with low fraction of char and gas by-products. The objective of the research is to optimize the pyrolysis process and the bio-oil storage properties and to study the bio-oil combustion properties. The preliminary experiment was carried out using wheat straw as a feedstock. The results obtained will be used as a benchmark for the future works.

Introduction
Renewable energy is of growing importance in satisfying environmental concerns over fossil fuel usage. Wood and other forms of biomass including agricultural wastes and energy crops are some of the main renewable energy resources available. Biomass is unique in providing the only renewable source of fixed carbon, which is a crucial ingredient in meeting many of our fuel and consumer goods requirements.

Bio-energy could provide a large part of the projected renewable energy provisions of the future. There are many ways of utilizing biomass, including thermal and biological conversion, of which pyrolysis, and particularly flash pyrolysis, forms the focus of this study.

Pyrolysis is an oxygen depleted thermal conversion routes to recover energy from biomass whereby a liquid oil with a high energy density is provided. During pyrolysis, biomass is thermally decomposed to solid charcoal, liquid oil and gas. Lower process temperatures and longer vapour residence times favour the production of charcoal. High temperatures and longer residence times increase biomass conversion to gas, and moderate temperatures, high heating rates and short vapour residence times are optimal for producing liquids. The yields of the end products of pyrolysis are dependent on several parameters including temperature, biomass species, particle size, reactor condition, operating pressure and reactor configuration, as well as the possible extraneous addition of catalysts [1].

In flash pyrolysis, biomass decomposes to generate vapors, aerosols and some charcoal-like char. After cooling and condensation of the vapors and aerosols, a dark red liquid is formed known as pyrolysis liquid or bio-oil that has a heating value of about half that of conventional fuel oil [2]. The process produce 50-75 wt % of liquid bio-oil, 15-25 wt % of solid char and 10-20 wt % of noncondensable gases, depending on the feedstock/biomass used [3, 4].

Specific Objectives
The main objective of this study is to optimize the flash pyrolysis process in order to produce bio-oil from different agricultural residues, waste water sludge and to investigate the storage, handling and combustion properties of bio-oils. A model to elucidate the connection between biomass structure and the bio-oil produced also will be developed.

Pyrolysis Centrifuge Reactor (PCR)
In this work, a new reactor as shown in Figure 1 developed by Bech et. al. [5] will be used. The biomass will be introduced by a screw feeder into a horizontal heated tube. Here, a three-blade rotor with close clearance to the reactor wall provides rotation of the gas phase and the biomass particles.

The residence time in the reactor for the evolved gasses is controlled by means of a recirculation compressor. Liquids are condensed by passing the gasses through a cooler tar/water condensation after the char particles have been removed in a catch pot and a
cyclone. Aerosols are collected in a coalescer and removed by gravity. Before the gas is metered, it is cooled to ambient temperature in order to remove water. Gas for recirculation is preheated in order to avoid condensation of liquid products within the reactor.

**Figure 1**: Schematic diagram of the developed ablative pyrolysis bench reactor system [5].

**Preliminary Experiment**

Some preliminary experiments have been conducted based on [5] using wheat straw as a feedstock. The operating conditions are tabulated in Table 1 and Table 2 shows the results obtained from this experiment.

<table>
<thead>
<tr>
<th>Operating parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed weight (g)</td>
<td>500</td>
</tr>
<tr>
<td>Mass flow rate of straw (g/min)</td>
<td>24</td>
</tr>
<tr>
<td>Reactor Temperature (°C)</td>
<td>550</td>
</tr>
<tr>
<td>Reactor Diameter (mm)</td>
<td>82</td>
</tr>
<tr>
<td>Reactor Length (mm)</td>
<td>200</td>
</tr>
<tr>
<td>Tracing gas (°C)</td>
<td>400</td>
</tr>
<tr>
<td>Gas Preheat (°C)</td>
<td>400</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proximate Analysis of Wheat straw [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moisture (% wt)</td>
</tr>
<tr>
<td>Ash (% db)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pyrolysis Product (daf)</th>
<th>Yields</th>
</tr>
</thead>
<tbody>
<tr>
<td>Char (% wt)</td>
<td>29.3</td>
</tr>
<tr>
<td>Tar (% wt)</td>
<td>50.6</td>
</tr>
<tr>
<td>Gas (% wt)</td>
<td>17.8</td>
</tr>
</tbody>
</table>

Molecular weight of gas (g/mol) 37.5

**Table 2: Data Analysis**

db: dry basis, daf: dry ash free

**Conclusion and Future Work**

The preliminary experiment has shown that the yields of the pyrolysis products and molecular weight of the pyrolysis gas are agreement with the previous work [5].

In future, experimental work will include experiments with straw, rice husk and palm oil waste as a feed stock. Initially, the effect of biomass water content on the bio-oil yield and compositions will be investigated as well as the influence of particle size and final temperature.
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Gold Nanoparticles for Bladder Cancer Treatment

Abstract
Bladder cancer is one of the most widespread diseases. Short residence time of the drug in the bladder renders anticancer treatment ineffectual. The project aims to design and characterize gold nanoparticles that exhibit mucoadhesive properties, and hence have potential to be exploited as drug delivery devices in bladder cancer therapy.

Introduction
Bladder cancer is amongst the most abundant malevolent diseases in the western world. It is the second most common urologic malignancy with approximately 336,000 new cases reported every year, the majority of which occur in the industrially developed countries – mainly in Europe and the United States. While occurrence of bladder cancer across Europe is marked with steady rate, Denmark has the highest incidence amongst women and Italy the highest amongst men.

Superficial tumors luxuriating on the inner lining of the bladder are characteristic for about 70-80 % of the new cases. Resection, combined with intravesical therapy, is one of the forms of treatment administered currently. Numerous drugs such as Paclitaxel, Doxorubicin and Mitomycin have been employed. The major drawback of such a treatment is rapid and almost complete expulsion of the drug from the bladder on the first void of urine, which dramatically reduces the exposure of the therapeutic agent to the tumor sites in the mucosal tissues of the bladder lining. Moreover, poor water-solubility of anticancer drugs raises difficulties in their delivery [1,2], results in low bioavailability, and may lead to undesirable side effects due to high local concentrations upon aggregation [2].

To alleviate problems such as premature drug decomposition, adverse effects of cytotoxic drugs, and to improve drug bioavailability at desired sites by prolonging the residence time and making use of specific interactions, various drug delivery systems such as synthetic polymers, micelles, microcapsules, etc. have been constructed and are under development [1,3]. A polymer-based drug delivery system, which is marked with mucoadhesive properties, has capacity to carry sufficient chemotherapeutic payload, and exhibits controlled release of the drug over an extended period, could be a significant improvement in bladder cancer therapy.

Scope of the Project
The purpose of the project is construction and characterization of gold nanoparticles of micellar architecture which display mucoadhesion, and hence have potential of being employed as a drug delivery system in bladder cancer treatment. Such a system may also find application in other cases where combination of mucoadhesion and controlled drug release is desirable.

Block copolymers have been vastly employed as building blocks of drug carries such as polymer-drug conjugates, micro- or nanoparticles. Amphiphilic block copolymers are of significant interest due to their unique structural characteristics that may be altered to provide drug carriers with predetermined properties. Many low molecular weight lipophilic drugs have been successfully incorporated in the hydrophobic core of micelles prepared from amphiphilic block copolymers [4].

Entrenched in the micelle, the drug is protected from possible inactivation in biological environment, and is debarred from being accumulated in non-target organs and tissues [2].

Mucoadhesion facilitates local delivery of therapeutic agents, and thus bolsters their efficiency. Also, mucoadhesive controlled-release device maintains constant effective drug concentration in the body by inhibiting dilution of drugs in body fluids, and allowing
targeting and localization of drugs at specific sites [5,6,7,8].

Combination of two factors, such as direct drug adsorption and decrease of excretion rate, boosts efficiency of small dosages and less frequent administration due to increased bioavailability of the drug [6].

For further development of drug delivery systems it is necessary to gain insight about the interactions amongst cells and carriers. Since gold nanoparticles provide enough contrast for imaging with electron microscopy they have been subject of increased attention. Gold nanoparticles incorporated in biodegradable and biocompatible core-shell structures have potential in drug delivery as well as for labeling micelles for localization studies [4].

Taking into consideration all the abovementioned points, the drug carrier will be designed as follows. Food and drug administration (FDA) approved biocompatible and biodegradable poly(ε-caprolactone) (PCL) [9] is chosen for building the core, while biocompatible and mucoadhesive poly(acrylic acid) (PAA) [5] constitutes the shell of the micelle. PCL exhibits high permeability to small drug molecules, does not alter natural pH of the environment after degradation, and may be employed for long-term delivery due to low erosion rate [9].

The diblock copolymer is fastened on gold nanoparticles to achieve enhanced stability against sink conditions and severe dilution upon administration. The nanoparticle thus obtained provides splendid habitat for drug molecules, and features mucoadhesive properties. It may be considered as an excellent candidate for drug delivery in bladder cancer treatment. On the other hand, such a system may provide means of monitoring interaction between the carrier and biological tissues, drug release behavior, etc. by using electron microscopy.

Controlled polymerization techniques (CPT) such as anionic ring-opening polymerization and atom transfer radical polymerization (ATRP), are employed to attain desired macromolecular architecture (Figure 1).

![Figure 1: Amphiphilic block copolymer.](image)

CPT allows synthesis of polymers with well-defined structure, chain length and functionality. This eventually leads to predetermined loading capacity, steady drug release profile, and robustness - no lysis due to structural defects. Well-defined system with very narrow polydispersity is essential for the approval of new therapeutic agents [10].

Characterization techniques such as Nuclear Magnetic Resonance Spectroscopy (NMR), Fourier Transform Infrared Spectroscopy (FT IR), and Size Exclusion Chromatography (SEC) are employed to obtain information about the structure and composition of the building blocks. Transmission Electron Microscopy (TEM) and light scattering experiments will be conducted to determine shape and size distribution of the nanoparticles.

Further investigation is necessary to gain insight about compatibility, drug release kinetics, residence time, extent of accumulation in tumor cells, as well as decay and evicton of residues by the living organism.
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Prediction of Wine Quality from Phenolic Profiles of Grapes

Abstract
Assessment of the phenolic content of red grapes is an important prerequisite for understanding how grape phenolics impact wine quality. In the search for a rapid and robust extraction method for grapes we have investigated the influence of selected factors on extraction efficiency of phenolics from eight different red wine grape cultivars. By applying optimized extraction conditions we found that it was possible to extract an average of 81.8 % total phenolics and 91.5 % of the anthocyanins from the grapes with only five minutes of solvent contact time. Using the developed protocol it was possible to establish a relation between grape anthocyanins and total wine color, thereby allowing the prediction of a wine quality parameter (color) from measurement grape phenolics. The future work will focus on applying infrared spectroscopy for rapid measurement of the phenolics.

Introduction
Phenolics in red wine are closely related to wine characteristics, especially wine color and astringency. The color and astringency of a red wine play an important role of wine quality and depends on the concentration and profiles of the phenolics in the wine [1]. The phenolics in wine originate mainly from the grapes, but also to a smaller degree the oak used in the wine production.

The two most abundant groups of phenolics found in grapes are anthocyanins and flavanols (Figure 1). Anthocyanins are almost exclusively found in the outer layers of the grape skin and are under acidic conditions highly colored compounds, which are responsible for most of the color in young red wines [2]. Flavanols are mainly found in the skins and seeds of the grapes and are important for both the astringency and the color stability of wines [2, 3].

![Figure 1: Most abundant phenolics in red wine.](image)

Due to various physico-chemical phenomena and chemical reactions that occur during wine production [4], and the significant influence of various factors on these reactions, the relationship between the grape's phenolic profiles and the phenolic profiles and quality of wines is not straight forward. Nevertheless, a main hypothesis in our ongoing work on grape and wine phenols is that the phenolics present in the grapes have a significant influence on the quality of the finished wine and that it may be possible to predict the wine quality from analysis of the phenolics in the grapes.

The overall aim of the PhD study is to unravel the relation between grape and wine phenolics to be able to predict red wine quality from the phenolic profiles of grapes.

Specific Objectives
A first requirement for quantification of grape polyphenols is to find an optimal procedure for extracting the polyphenols from grapes. The first objective is to investigate how different extraction conditions affect the extraction efficiency and robustness on different grape cultivars. This has been investigated using statistically designed experiments and used to find the optimal extraction conditions for future experiments.

A second objective is to determine the relation between grape and wine phenolics. For this purpose grape extractions on different grape cultivars have been compared with parallel wine extractions under controlled experimental fermentation conditions.
The last objective is to investigate rapid measurement of grape and wine phenolics with infrared spectroscopy.

**Results and Discussion**

The first requirement of a robust and efficient protocol for the extraction of grape phenolics has been investigated for selected parameters in solvent extractions on grape homogenates. The experiment was conducted as a full factorial design and the responses were fitted to a linear model accounting for main and interaction effects [5]. The response levels $y_i$ for all $i$ observations were estimated in a linear model of the factor levels ($x_1, x_2$ and $x_3$) accounting for main and interaction effects (equation 1).

$$y_i = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_12 x_1 x_2 + \beta_13 x_1 x_3 + \beta_23 x_2 x_3 + \epsilon_i$$  \hspace{1cm} (1)

It was found, that extraction temperature (20 to 60 °C), aqueous solvent levels of ethanol (0 to 50 % v/v) and hydrochloric acid (0 to 0.1 M) had a high significant impact on the extraction efficiency of total grape phenolics (Table 1).

Table 1: Impact of selected extraction parameters on the mean extraction degree of total phenolics.

<table>
<thead>
<tr>
<th>Term</th>
<th>Total phenolics (model fit: $R^2 = 0.99$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prob &gt; F</td>
</tr>
<tr>
<td>Intercept</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>EtOH</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>HCl</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Temp</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>EtOH*HCl</td>
<td>0.446</td>
</tr>
<tr>
<td>EtOH*Temp</td>
<td>0.425</td>
</tr>
<tr>
<td>HCl*Temp</td>
<td>0.367</td>
</tr>
</tbody>
</table>

These findings were used to design an optimal extraction protocol. Using 50 % v/v acidified aqueous ethanol (0.1 M HCl) and a 1:1 ratio of solvent to grape, we found that it was possible to extract an average of 81.8 % total phenols and 91.5 % anthocyanins from the grapes with only five minutes of solvent contact time at 40 °C, followed by sample neutralization and work up. The protocol allows high extraction of grape phenolics with an acceptable standard deviation across different cultivars (Table 2).

Table 2: Fast extraction of grape phenolics.

<table>
<thead>
<tr>
<th></th>
<th>Mean extraction degree</th>
<th>Relative standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anthocyanins</td>
<td>91.5 %</td>
<td>3.8 %</td>
</tr>
<tr>
<td>Total phenolics</td>
<td>81.8 %</td>
<td>6.0 %</td>
</tr>
</tbody>
</table>

The relation between grape phenols and wine color was investigated applying the optimized extraction conditions. The phenolic composition of 55 grape extracts were compared with the wine color of pH normalized experimental wines made from the same grapes. The results revealed that the anthocyanin levels in the grapes were highly correlated with the total wine color of the experimental wines (Figure 2).

![Figure 2: Direct relation between grape anthocyanins and total wine color.](image)

The relation between grape anthocyanins and wine color thus provides the basis for being able to predict a wine quality parameter (color) from the composition of grapes.

**Conclusions and future work**

In the search for a tool to predict wine quality from grape phenolics a fast solvent extraction protocol for grape homogenates has been developed. The utility of the developed extraction protocol for prediction of wine color shows good promise. The future work will be focused on measuring grape and wine phenolics with infrared spectroscopy.
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Gas Hydrate Kinetics in Realistic Reservoir Systems – Formation and Inhibition

Abstract
The goal of this PhD project is to study the formation kinetics of natural gas hydrates. Preliminary experimental studies on the nucleation of propane hydrate have been performed. The results showed that the driving force in terms of the supersaturation highly influences the hydrate induction time while the stirring rate influence the induction time less. Addition of polyvinylpyrrolidone to the aqueous phase was found to prolong the induction times quite substantially.

The induction time data were correlated using a newly developed induction time model based on crystallization theory. In most cases reasonable agreement between the data and the model could be obtained. The results revealed that especially the effective surface energy between propane hydrate and water is likely to change when the experimental conditions are changed. Changing the stirring rate resulted in slight changes in the surface energy while the addition of polyvinylpyrrolidone caused the effective surface energy to more than double.

Introduction
Gas hydrates are crystalline compounds formed as a result of combination of water and suitably sized guest molecules at elevated pressure and low temperature. Light hydrocarbons; methane-pentane, carbon dioxide and hydrogen sulphide are the guest molecules of interest to the oil and natural gas industry [1]. Depending on the pressure and gas composition, gas hydrates may build up where water coexists with natural gas at temperatures as high as 300 K. Especially long gas transmission lines at cold weather conditions and process equipment are vulnerable to being blocked by hydrate formation causing potential hazards or economical loss.

Inhibition of gas hydrates is a necessity in the oil and gas industry in order to assure a continuous flow of reservoir fluids from the production well to the platform. Traditionally methanol or glycol has been used to inhibit the formation of gas hydrates by shifting the hydrate equilibrium to lower temperatures and higher pressures. Due to the relative large amounts (10-50 wt%) of methanol or glycol needed in the process of hydrate prevention [2] other chemicals capable of inhibiting hydrate formation at much lower doses (<1 wt%) have gained interest [3]. These impact the kinetics of hydrate formation, in contrast to the thermodynamic inhibitors, thus the chemicals are known as kinetic inhibitors.

Kinetic information of hydrate formation is very important if kinetic inhibition is applied as a mean of preventing hydrate formation in transmission lines, valves etc. The goal of this project is to study the formation kinetics of gas hydrates in realistic reservoir fluid systems. The impact on the formation kinetics when adding small amounts of kinetic inhibitors will be investigated. This will be done using already available equipment for hydrate investigation and spectroscopic techniques like Raman. It is also the hope that new equipment for investigating hydrate phenomena can be designed.

The work that has been done until now concern investigating the effect that the driving force in terms of supersaturation, has on nucleation of structure II (sII) propane gas hydrate. The nucleation time (the time until a critical sized crystal appear) has been measured at different degrees of supersaturation. The influence of stirring rate and the addition of a kinetic inhibitor (polyvinylpyrrolidone, PVP) on the nucleation is likewise investigated. The experimental data has been correlated to a newly developed model for gas hydrate nucleation.
Driving force for Hydrate Nucleation

The expression for the driving force for nucleation of simple hydrates has been described on the basis of the following phase reaction occurring in the aqueous solution.

\[ G + n_w H_2O \rightleftharpoons G \cdot n_w H_2O \]  

(1)

Where \( n_w \) is the number of water molecules in a hydrate building unit. The resulting expression for the driving force in terms of supersaturation is given below.

\[
\Delta \mu = kT \ln \left( \frac{f(P,T)}{f(P_e,T)} \right) + \Delta \nu_\varepsilon (P - P_e)
\]  

(2)

Where \( k \) is Boltzmann’s constant, \( f \) is the fugacity of the gas in the gas phase and \( \Delta \nu_\varepsilon \) is the volume difference between a water molecule in solution and a hydrate building unit in the hydrate lattice.

Linearized Nucleation Time Model

Based on crystallization theory the following expression describing the relation between nucleation time and the supersaturation ratio, \( S \), is proposed:

\[
\ln \left[ S^{1/4} (S - 1)^{3/4} \right] = \ln K + \frac{B}{4 \ln^2 S}
\]  

(3)

Where \( K \) is a kinetic parameter and the supersaturation ratio \( S \), and the \( B \) parameter is given as:

\[
S = \frac{f(P,T)}{f(P_e,T)} \exp \left( \frac{\Delta \nu_\varepsilon (P - P_e)}{kT} \right)
\]  

(4)

\[
B = \frac{4c v_h^3 \sigma_{ef}^3}{27(kT)^3}
\]  

(5)

where \( c \) is a shape factor, \( v_h \) is the volume of a hydrate building unit \( \sigma_{ef} \) and is the effective surface energy between hydrate and solution.

Experimental Equipment

The kinetic measurements were performed in a stainless steel hydrate equilibrium cell with a fixed volume of 66.5 cm\(^3\) and a maximum working pressure of 150 bar. The cell allows for visual observation of hydrate formation through two sapphire windows. The cell is attached with a gas reservoir and a vacuum pump. The temperature in the cell was controlled by circulating coolant (water-ethanol solution), in a jacket surrounding the cell. The temperature was monitored by using a platinum resistance probe (±0.01 K) placed inside the cell. The pressure of the cell was monitored by a single pressure transducer (BD Sensors, 0-40 bar). The cell was placed on a stir plate which allowed a stirring bar (L = 4 cm) to rotate within the cell. The pressure and temperature in the cell was recorded continuously on a computer. A schematic layout of the experimental equipment used to investigate gas hydrate nucleation is showed in figure 1.

![Figure 1: Layout of experimental equipment used in the study of gas hydrate nucleation. The hydrate cell is attached to a gas supply unit and a vacuum pump. The temperature is controlled by a cooling bath. Data is collected continuously on a computer.](image)

Experimental Procedure

The cell was cleaned with distilled water and loaded with distilled water or distilled water containing PVP. A stirring bar was placed in the cell. The cell lid was screwed on and the cell evacuated using a vacuum pump for approximately 1 hour. The temperature bath was adjusted so the temperature in the cell was 273.75 K. When the temperature in the cell was constant the propane gas was injected through the inlet until the desired pressure at the chosen temperature was obtained. Three experimental series using distilled water were performed. For each series the stirring rate was altered in the range 200-500 rpm in order to investigate the effect of the stirring rate on the nucleation kinetics. For nucleation experiments involving PVP as a kinetic inhibitor two experimental series at PVP concentrations of 0.05 wt% and 0.025 wt% were performed both at a stirring rate of 500 rpm. In all the experiments the pressure and temperature was recorded in a time interval of 5 s. The data obtained in an experimental run can typically be represented from the pressure-time relationship provided in figure 2.

![Figure 2: Typical pressure-time recording for the propane hydrate forming system. The initial pressure drop is due to gas dissolution followed by an isobaric period where nucleation takes place. The sudden pressure drop during the nucleation period is caused by hydrate formation.](image)
Results and Discussion

The measured induction times have been plotted as a function of the supersaturation for different stirring rates in figure 3 and for different concentrations of PVP in figure 4. The induction periods can be seen to be more or less independent of the stirring rate when this is varied in the range of 300-500 rpm. At lower stirring rates a less regular tendency is observed i.e. there is quite more scattering among the data points. This indicates that in case of low convection, the system will act more randomly which could be due to lower V-L interfacial area or a less favorable distribution of gas in the bulk liquid phase.

Figure 3: Nucleation period vs. driving force at 273.75 K for propane hydrate. The induction times measured at stirring rates of 500 and 300 rpm are very similar. At 200 rpm more scattering among the measured induction times is observed. At this stirring rate the induction times are also seen to be prolonged a little.

When PVP is added in even very small amounts the induction time/supersaturation relationship is shifted to the right as can be observed in figure 4. There seems to be quite steady agreement among the two data sets, i.e. the higher PVP concentration data are shifted to the right with the same $\Delta \mu$ value compared to the data for the lower PVP concentration.

Figure 4: Plot of nucleation period vs. driving force at 273.75 K for propane hydrate for two different concentrations of PVP and a stirring rate of 500 rpm. PVP is seen to cause longer induction times compared to nucleation of propane hydrate from a pure aqueous phase.

Using (3) the dependence of the induction time on the supersaturation ratio for propane hydrate has been investigated. The results using the experimentally obtained induction periods at different supersaturation ratios at a stirring rate of 500 and 200 rpm and the best linear fit is presented in figure 5. As expected the linear fit for the higher stirring rate is better. The model parameters for the linear fit at all three stirring rates are presented in table 1. It can be seen that the surface energy between hydrate and solution increases slightly when the stirring rate is decreased. The kinetic constant, $K$, does not seem to follow any pattern.

Figure 5: Linearized dependence of the induction time on the supersaturation ratio for nucleation of propane hydrate in aqueous solution at $T = 273.75$, 500 rpm and 200 rpm. Changing the agitation speed causes small changes in nucleation periods.

Table 1: Fitted parameters of the nucleation model. The resulting effective surface energy is not heavily influence by a change in the stirring rate which explains why similar nucleation periods at different stirring rates are observed.

<table>
<thead>
<tr>
<th>RPM</th>
<th>$K$ (s)</th>
<th>$B$</th>
<th>$\sigma_{ef}$ (mJ/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>130.92</td>
<td>0.176</td>
<td>1.11</td>
</tr>
<tr>
<td>300</td>
<td>67.60</td>
<td>0.258</td>
<td>1.26</td>
</tr>
<tr>
<td>200</td>
<td>69.85</td>
<td>0.516</td>
<td>1.58</td>
</tr>
</tbody>
</table>

The result of using the linearized induction time model for the data obtained in the nucleation experiments with PVP are shown in figure 6. As seen there is a reasonable good linear relationship for the two data sets. The calculated effective surface energies and the kinetic constants are given in table 2.

The addition of PVP to the aqueous phase is seen to cause more change in the model parameters compared to the parameters of the uninhibited nucleating system. Again the $K$ value, as in the case when changing the stirring rates, has no defined pattern when going from 0-0.050 wt% PVP. $B$ increases as the PVP concentration is increased thus the effective surface energy increases as well.
Figure 6: Linearized dependence of the induction time on the supersaturation ratio for nucleation of propane hydrate in dilute polymer solutions at 273.75 K and 500 rpm. Small changes in polymer concentration changes nucleation conditions significantly.

Table 2: Fitted parameters of the nucleation model. The resulting effective surface energy is significant influence by the concentration of the polymer.

<table>
<thead>
<tr>
<th>RPM (wt%)</th>
<th>K (s)</th>
<th>B</th>
<th>$\sigma_{ef}$ (mJ/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>130.92</td>
<td>0.176</td>
<td>1.11</td>
</tr>
<tr>
<td>500</td>
<td>125.15</td>
<td>3.01</td>
<td>2.85</td>
</tr>
<tr>
<td>500</td>
<td>339.75</td>
<td>6.91</td>
<td>3.76</td>
</tr>
</tbody>
</table>

**Conclusions**

Nucleation time data have been obtained for propane hydrate at 273.75 K as a function of the driving force in terms of supersaturation. The effect of changing stirring rate and adding a kinetic inhibitor (PVP) were investigated. The main conclusions are:

- The consistency in the measured nucleation data was relatively good, especially at high convection due to better distribution of the gas in solution.
- At low stirring rates nucleation of propane hydrate becomes more stochastic i.e. more scattering in measured nucleation periods is observed.
- Reasonable agreement between the nucleation model and the measured data can be obtained. Especially at high stirring rates.
- Polymers like PVP effectively prolong the nucleation periods of propane hydrate.
- The mechanism by which PVP inhibits the nucleation of propane hydrate is by increasing the effective surface energy between the hydrate surface and the surrounding solution.
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Polymer Network as Pressure Sensitive Adhesives – Viscoelastic Guidelines

Abstract
The present work focuses on the use of polymer networks as pressure sensitive adhesives (PSA). The purpose is to achieve an adhesive which adhere well on a given substrate, while easy to remove without leaving traces. A polymer/cross-linker system with changing degree of cross-linking is used, and small amplitude oscillatory shear (SAOS) experiments are used to address the fundamental viscoelastic parameters that govern the PSA performance. The adhesive performance is tested with 90° peel tests, and an empirical relation between the measured peel forces and the viscoelastic data is suggested.

Introduction
Pressure sensitive Adhesives (PSAs) are probably the most common class of adhesives in consumer products, e.g. self-adhesive tapes and labels of all kinds are ubiquitous products in everyday life. However, the understanding of the rheological properties of the material upon application is limited [1]. It is especially the rheological properties upon removal/debonding of the adhesive that remain as a challenge, and although several studies have focused on such relations there is still a lack of knowledge on the field of interfacial failure mode upon debonding [2].

Most modern PSAs are made of cross-linked polymers to avoid flow. The unique property is simply that there is a difference in the energy gained in forming the interfacial interactions and the energy dissipated during debonding, and it is this property that will be investigated in this paper.

Sample Preparations
A Vinyl-terminated linear polymer is cross-linked with a silyl-terminated f-functional cross-linker with \( f > 2 \). Three samples are prepared with different degree of cross-linking, \( r \), defined as the ratio of silane to vinyl groups, \( r = \text{silane/vinyl} \). The samples should be soft viscoelastic solids, why \( r \) should be close to, but larger than the critical degree of cross-linking [3, 4, 5] given by eqn. (1.1)

\[
r > r_c = \frac{1}{f - 1}
\]

The functionality, \( f \), is taken as the average functionality of all chains, which is around 3.5, hence \( r_c \approx 0.4 \). The degrees of cross-linking for the three prepared samples are listed in Table 1.

Table 1: The ratio of silane to vinyl groups.

<table>
<thead>
<tr>
<th>Spox.01</th>
<th>01</th>
<th>02</th>
<th>03</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>0.46</td>
<td>0.50</td>
<td>0.53</td>
</tr>
</tbody>
</table>

All the samples are prepared in a static mixer to avoid air-bubbles. They are hereafter pressed in desired thicknesses in a 100°C hot-press between

1. two sheets of release liner for dynamic mechanical analysis (DMA)
2. one sheet of release liner and one backing folio for peel tests

All samples are then cured at 100°C for one hour to make sure that they are fully reacted before further analysis.

Experimental Work
Small amplitude oscillatory shear (SAOS) experiments are performed on an AR2000 rotational rheometer with plate-plate geometry, to measure the linear viscoelastic data. The rheological master curves for the three
samples are reported in Figure 1, where it is seen that the loss modulus (crosses) follows a power law behavior while the storage modulus (circles) reaches a plateau at low frequencies. The solid lines represents a fit of the gel equation (eqn. (1.2)) with respect to the three material constants, $n$, $S$ and $G_0$, representing the slope of the loss modulus, the stiffness of the network and the plateau modulus at low frequencies respectively [6,7].

$$G(t) = S t^n + G_0$$  \hspace{1cm} (1.2)

The fitted data from the gel eqn. are listed in Table 2, where it is seen that as $r$ increases the elastic part of the sample increases ($S,G_0$), while the slope of the loss modulus decreases.

![Figure 1: Dynamic moduli for the three samples. Circles represent the storage modulus while crosses represent the loss modulus](image)

Table 2: Obtained data from the gel eqn. fit to the dynamic data given in Figure 1

<table>
<thead>
<tr>
<th>Spox.01</th>
<th>01</th>
<th>02</th>
<th>03</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>0.48</td>
<td>0.42</td>
<td>0.39</td>
</tr>
<tr>
<td>$S \text{ [Pa}s^n]$</td>
<td>5630</td>
<td>9360</td>
<td>11700</td>
</tr>
<tr>
<td>$G_0 \text{ [Pa]}$</td>
<td>247</td>
<td>1390</td>
<td>2650</td>
</tr>
</tbody>
</table>

The adhesive performance is investigated using peeling experiments. The adhesive is applied with pressure (2 kg) on a steel plate and left at rest for 30 min. The backing folio is supported by an extra backing tape to avoid stretching of the backside of the sample. The peeling system consists of two micrometric tables $X$ and $Z$ both moving with velocity $V$. The adhesive strip is attached on a force transducer located in the vertical micrometric table moving in the $Z$-direction with velocity $V$. The substrate is located in the $XY$-plane and moves in the $X$-direction with velocity $V$. A 2D sketch of the $XZ$-plane is shown in Figure 2 where the peel strip is being peeled off the substrate in the vertical $Z$-direction to obtain a 90° peel. During the experiment the peel force is measured at different thicknesses, $d$, and velocities, $V$.

![Figure 2: sketch of a 90° peel test setup in the $XZ$-plane](image)

The outcome of one peel test is seen in Figure 3. As seen in the figure the peel force is measured by triple determination and at three velocities during each run. Each peel experiments starts with $V = 0.1\text{mm/s}$ then 1 and finally 5mm/s. In Figure 3 it is seen that there is a start-up region each time the velocity is changed, which is because the force starts to build up until it reaches a value where the adhesive detaches from the surface. Hereafter follows the operation region, where the peel force varies moderately. The measured peel force, $F_{\text{peel}}(V)$, is taken to be the average of the regions marked with the vertical borders.

During the peel experiments it was observed that the peel force increases with both increasing velocity and sample thickness. This dependency does however not give a clear picture of the rheological behavior of the samples during peeling, and there is furthermore no relation that combines spox.01.01, 02 and 03. In the following section it is discussed whether such a relation can be found.

**Theoretical Considerations and Data Analysis**

Upon peeling there is a loss of energy due to the viscous nature of each sample. Hence, the peel force must be proportional to the dissipated energy at the peel frequency, which is related to the loss modulus. The peel force does furthermore depend on the dimensions of the peel strip as proposed in eqn. (1.3).

$$\frac{F_{\text{peel}}}{dW} \propto G^{-\theta}(\omega_{\text{peel}})$$ \hspace{1cm} (1.3)

Eqn. (1.3) does not include any dependency on $r$. This parameter does have a clear effect on the peel force since it changes the balance between elastic and viscous parts in each sample. It is however, not obvious how to include this in the peel force.
Figure 3: Outcome of one peel test. The peel force is measured by comparing peel data obtained from three identical runs.

Eqn. (1.3) only includes viscous effect to the peel force, but the elastic network must have an influence too. One way to include the elastic contribution is by exchanging the loss modulus in eqn. (1.3) with the loss tangent. This introduces the elastic effects upon deformation. However, \( r_\ast \), also changes the ability to adapt to a given substrate. The plateau modulus could be a measure for this property, since it is taken to be the storage modulus measured at the bonding frequency. The plateau modulus is thus used to normalize the peel force as follows:

\[
F_{\text{peel}} \propto f(\tan \delta_{\text{peel}}) \tag{1.4}
\]

The peel frequency is defined as \( \omega_{\text{peel}} = \frac{V}{2 \pi d} \), and \( \tan \delta_{\text{peel}} \) is obtained from the DMA data as shown in Figure 4, which shows the measured loss tangent for spox.01.03. The large crosses marks the peel frequency when \( d = 1 \text{mm} \). It is obvious that as \( d \) decreases the peel frequency increases and thus, the loss tangent. Each thickness, 1, 0.3 and 0.1 mm, will in the following be denoted A, B and C respectively.

In Figure 5 the normalized peel force is plotted vs. the loss tangent at the peel frequency. Looking at the data for spox.01.02 and 03 they fall into one curve. This curve seems to have a power-law relation in this intermediate regime for \( \tan \delta_{\text{peel}} \). It is not clear whether this trend will hold when \( \tan \delta_{\text{peel}} \to 0 \), for which the sample is almost 100% elastic. It could be expected that the peel force at some lower critical point for the loss tangent will drop very rapidly to zero. In contrast, \( \tan \delta_{\text{peel}} \to \infty \) represents a liquid rather than a viscoelastic material and thus result in some upper limit for which the peel experiment will result in a different failure mode. In peel experiments it is common to distinguish between two types of failure modes:

1. Adhesive failure mode – interfacial detachment
2. Cohesive failure mode – the sample will break in the bulk and leave residue on the substrate

PSAs are more likely to perform adhesive failure the stronger the network is. The network strength, is however not the only factor determining the failure mode. It has been shown that the peel velocity also influences the type of failure [6]. Hence, it is difficult to ascribe a specific point of transition to the failure mode.

In Figure 5 a shift in material properties are observed from the spox.01.02 and 03 samples to the spox.01.01 sample. This change in material properties indicates a transition in failure mode. Spox.01.01 has the lowest stoichiometric ratio of the three samples, and thus the weakest network. The dynamic moduli for spox.01.01 (see Figure 1) are parallel over several decades of frequencies, indicating that it is very close to the gel point [7, 8]. Hence, it is not surprising if this sample would result in a cohesive failure, which is actually the case observed.

Conclusion

It is shown experimentally that the peel force in 90° peel tests correlates very well with the loss tangent at the peel frequency and the plateau modulus. This behavior is however not intuitively clear.

It is possible to give an empirical relation between the peel force and the loss modulus, but this relation does not include any dependency on the strength of the network. This property is however found to have a large influence on the peel performance: 1) it changes the mechanisms of deformation at the peel frequency (high frequencies), and 2) it changes the ability to adapt to the substrate at the bonding frequency (low frequencies).

In eqn. (1.4) a relation between the peel force and the loss tangent is given, and it is found experimentally to be very good (see Figure 5). A brief explanation to that could be:
1. The loss tangent at the peel frequency is a good measure for the balance between the viscous and elastic parts of the sample upon deformation.

2. The plateau modulus is the storage modulus measured at the bonding frequency, and thus relevant when looking at the property of adapting to a given substrate.

It was also found experimentally that it is necessary to distinguish between types of failure mode. In this case cohesive vs. adhesive. The data points seem to separate into two curves, one for each failure mode. This is a good result, since the two failure modes are expected to be caused by a different set of mechanisms.

![Figure 5](image)

**Figure 5:** Normalized peel force vs. the loss tangent obtained at the peel frequency. A, B and C represents \( d = [1, 0.3, 0.1] \) \( mm \) respectively
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Processability and Fracture Mechanical Performance of Tribologically Modified Plastics

Abstract
The present project deals with the influence of friction-modifying additives on processing and fracture mechanical performance of selected polymeric grades, used in the medico-device industry. The processing and test procedures are chosen to simulate the state and conditions under which the materials are used. The project will potentially make possible the safe use of new tribologically superior plastic grades, providing reduced frictional losses in the device mechanisms, without compromising product safety and failure rates.

Introduction
Plastics with friction-reducing additives are to an increasing extent being used as replacement for external lubrication of mechanisms in medico-technical devices. Novo Nordisk A/S (NNAS) is active in research within combinations of new plastics with friction-reducing additives especially developed for the conditions under which the materials operate in prefilled injection devices, such as insulin pens. Current results indicate an appreciable reduction in coefficient of friction compared to the best constellations of commercially available grades. The studies have, however, also indicated some processing difficulties when injection molding these new plastic grades, such as weak weld lines, poor surface quality and internal zones of reduced coherence. An effort towards the understanding of the underlying phenomena is crucial for the potential application of these new grades and also provides procedures for characterization and benchmarking of future plastic materials.

Specific Objectives
The primary project objectives are to provide understanding of the mechanisms behind the observed processing difficulties, to make possible quantification of the extent to which these difficulties occur for a given grade and to quantify the reduction in specific mechanical performance induced hereby. Based on these studies, a design guideline will be prepared for use in future in-house formulation of low-friction grades.

Tool and Means Overview
The processing properties of the materials (the “processability”) will be investigated by injection molding and analysis of test specimens with a simplified geometry. A major project task is the development of a test geometry, which reflects processing conditions in large-scale industrial production, allows for monitoring of relevant molding parameters in the melt, and makes possible the subsequent analysis of the mechanical and tribological properties of the materials. The latter will be tested according to internal NNAS procedures, simulating field conditions for device use.

Another aspect of the project is to define and test the characterization means for the described failure mechanisms and geometries. The mechanical performance will be investigated through fracture mechanical studies, providing high sensitivity towards inherent and induced material flaws, combined with genuine information on constitutive material behavior.

A third aspect of the project is to describe the correlation between processing parameters and functional properties through models, based on the composition and microstructure of the material, in combination with the physical and chemical context in which they perform. Microstructure and morphology will be analyzed by polarized light-optical microscopy (PLM), scanning electron microscopy – energy dispersive x-ray analysis (SEM-EDX), Fourier transformed infrared spectroscopy (FTIR) and mechanical micro/nanoindentation measurements.
Model Materials and Process Factors

A semi-crystalline polymer is used as base material (matrix), namely polyoxymethylene (POM). This material is widely used in medical devices, when the properties of the traditional commodity plastic used, polypropylene (PP), do not suffice. The tribological additives chosen are polydimethylsiloxane (PDMS) as an all-liquid state additive (liquid during both material processing and usage phases) and polytetraflouroethylene (PTFE) as an all-solid state additive. Polyethylene (PE) as a liquid-solid state additive may be incorporated in the experiments at a later stage.

The process factors include injection molding shear rate, temperature gradients and holding pressure.

Test Plate Geometry and Injection Molding Tool

All experiments are based on plate-shaped blanks. The blanks are molded in an injection molding tool procured as part of the project. The tool is designed to simulate large-scale industrial production, utilizing hardened tool steel (realistic cooling conditions) and needle-valve hot runners (realistic runner conditions). The plate part of the blanks (60×60 mm²) are filled through an ejector pin zone (Figure 1) and a straight flow front perpendicular to the primary flow direction is realized by means of three-dimensional double curving profiling of a fan-shaped geometry going from the injection point to the ejector pin zone. The midplane surface of this geometry was modeled by a 4th order polynomial in a cylindrical coordinate system, with origo in the point of injection:

\[ z(r) = Kr^2(r^2 - 2r + 1) \]

The surface was defined in the CAD software (Pro/Engineer) through ten trajectories with different values of the angular coordinate and the scaling parameter \( K \). The latter was determined for each trajectory numerically, so to keep the curve length \( s \) constant and equal to that at the maximum angle (corresponding to the gate width) with \( K = 0 \), where

\[ s = \int_0^L \sqrt{1 + (dz/dr)^2} \, dr \]

and \( r_i \) is the distance from the injection point to the gate. The result is a flow-path independent pressure drop throughout the inlet and gate, and predominantly unidirectional flow in the plate. This fact was rendered probable in the design stage by process simulation using Moldflow injection molding simulation software (Figure 1) and verified for the realized mold through a series of short shots (Figure 2).

![Figure 1: Fill time simulation in Moldflow software with a standard flow POM as model material (M. Papsøe, Device Simulation, Novo Nordisk A/S).](image1)

![Figure 2: Short shots in 1.5 mm thickness with high-flow polyamide, ending with a fully molded blank (right).](image2)

The tool is modularly build and features possibility of plate thicknesses of 1.5 or 6 mm, molded-in notches, cavity vacuum evacuation and two surface roughnesses. The latter come about using inserts either polished with diamond paste 7 µm or spark eroded to Charmille 30. A secondary mold setup with a two-drop hot half provides gating from both of two opposing side edges. The result is test plates with a central weld line, so also studies with of this deficiency can be made. Three combined cavity pressure and temperature transducers makes possible monitoring of realized process conditions during both injection and holding phases, and also provide data for comparison against injection molding simulation software.

Friction Testing

A study has been made to addresses the processing dependence of friction for POM, neat and with PDMS and/or PTFE additives, slid against neat PP. The POM plates were processed under conditions simulating actual molding conditions from large-scale production of a POM component in a particular prefilled insulin pen. Two process factors were varied in two levels; nominal mold temperature and injection melt flow.
Friction testing was performed under conditions simulating end use in said insulin pen.

Frictional properties are expressed by the coefficient of friction (CoF). The CoF is defined as the ratio between the force that opposes relative movement between two surfaces in contact, and the normal force between them. The CoF was measured using a ring-on-disc type tester, called the TriboTester, described in detail in [1]. A close-up from a test is shown in Figure 3.

The influence of molecular orientation on CoF can be examined by measurements under translational sliding. Such measurements can be made using a standard tensile testing machine and comparing data from movement parallel and perpendicular to the direction of injection melt flow, respectively.

Fracture Mechanical Testing
The fracture mechanical tests will be based on a single edge notched beam geometry (SENB), milled from the molded plate blanks to standardized width and length. Specimens from 1.5 mm blanks represent a realistic thickness for components in medico-devices and will thus also be used for microstructure studies. Milling 6 mm blanks to different thicknesses can be used to assess the thickness dependence of the fracture mechanical properties. This can serve as verification of applicability of the applied testing approach. 6 mm blanks also make possible comparison of 1.5 mm specimens milled to thickness with material of same thickness as-molded. The difference would mainly represent the effect of the skin layer naturally developed during injection molding, so that the contribution from this can be isolated. Testing in 6 mm thickness can also be used for linear elastic fracture mechanical testing (LEFM) of materials which, under the testing conditions, do not comply with the requirements posed by this approach if tested in 1.5 mm thickness.

The influence of molecular orientation will be examined by comparing SENB specimens milled to having their length axis parallel and perpendicular to the direction of melt flow, respectively.

Specimens molded with the double inlet system, i.e. with a weld line across the plate, provide for fracture mechanical characterization of e.g. mold venting conditions, holding pressure or imposed under flow during weld line formation. Comparison with data from specimens without the weld line can be used to quantifying the weld line severity through the so-called weld line-induced crack length.

To simulate the impact conditions under which the materials are most likely to fail in use, a LEFM procedure will be adopted through the use of ISO standard 17281:2002 [1], which specifically addresses fracture mechanical characterization of plastics at relevantly high displacement (and thus strain) rates. The standard deals with determination of two LEFM measures, the critical strain energy release rate $G_k$ and critical stress intensity factor $K_Ic$

\[ G_k = -\frac{\partial \Pi}{(b a)} \]

where $b$ is sample thickness, $\Pi$ is elastically bound energy and $a$ is crack length, and:

\[ K_Ic = \lim_{x_i \to 0} \sigma_{yy}(x_i)(2\pi x_i)^{1/2} \]

where $\sigma_{yy}$ is the stress tensor in a Cartesian coordinate system $(x_i, x_j)$ with origin at the tip of the crack.

For grades where LEFM turns out to be insufficient as means for determining onset of unstable crack propagation (ineligible plasticity under posed conditions) a J-integral approach will be adopted, based on the ASTM E1820-99-standard [2] and the work by e.g. Fasce et al. [3].

The force/displacement data, which forms the basis for calculation of either of the characteristic fracture mechanical properties, will be measured by means of an instrumented drop tower impact tester, equipped with a 4.1 MHz PC based data sampling unit. As this apparatus makes possible logging of the full force and displacement time-traces, it also provides means for additional verification of the data analysis method used.

Fracture mechanical test variables include specimen thickness, load point displacement rate and material temperature. Testing at around 5°C would simulate the refrigerator conditions pre-filled insulin pens are stored under. Such low temperature testing is especially relevant if PP grades are also to be tested, since this temperature is close to its glass transition.

Results and Discussion
The results of the friction study performed are discussed in the following.

The measured friction data are exemplified in Figure 4 through graphs of two extreme cases of POM with and without the PDMS and PTFE additives, respectively. The former is seen to yield markedly lower values of both transient and steady-state CoF (the so-called static and kinetic values, respectively). The large difference between the two values for the neat POM indicates that this constellation is prone to ‘stick-slip’, a phenomenon that is highly limiting its use for certain components. The POM grade with both additives on the other hand would operate smoothly against PP and could thus also be used for components where ‘stick-slip’ is critical.
The friction testing study is summarized by Figure 5, showing the result a statistic effect screening on 5% level of significance. Non-significant effects and interaction were successively removed from the original 3rd-degree linear model. The two response variables used are the static CoF and the minimum value of the kinetic CoF measured during 20 seconds of testing. The effect of the significant variables are given as relative change in the two response variables, when changing factor level from low (0) to high (1). Other factors and interactions are kept at the intermediate level (0.5) in the comparison. For interactions the stated value represents only the interaction part of the low-high change of the constituents. Statistic $p$-values from Student’s t-tests indicate the strength of each factor and interaction.

Preliminary impact testing data have been measured using SENB specimens milled from POM tensile testing bars (4x8x34 mm³) (Figure 6). The specimens were notched to half their cross-sectional height by milling and sharpened with a razor blade, confer [2]. To reduce the initial force peak, which causes high frequency oscillations in the signal, a 0.5 mm thick piece of silicone rubber was placed between the specimen and tup prior to testing. This procedure of reducing mechanical noise is in accordance with the standard and a comparison with the results of an undampened test confirmed that the time to fracture was unaffected by the applied damping. With the dampened setup, the level of mechanical oscillations was found to be within the limits prescribed by the standard. Tests with specimens milled from plate blanks are scheduled for January 2008.

**Conclusions**

The friction study showed the addition of PDMS and/or PTFE to have far more effect on friction than the processing factors. Some changes in processing factors were however found to be statistically significant. Future work within the friction studies include microstructural and morphological investigations into the different mechanisms behind ‘good’ and ‘bad’ processing.

Based on the presented framework, a thorough analysis of causes for the performance deterioration brought about by the friction-modifying additives will be made possible, as will establishment of procedures for comprehensive benchmarking of new grades and guidelines for the composition hereof.
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Migration of Plasticisers from PVC and Other Polymers

Abstract
The major objective of this project is to develop an enhanced understanding of the mechanism of migration of plasticisers and similar polymer additives from PVC (and other polymers) into various environments and under varying conditions. The final deliverable of the project will be a model which can not only describe existing experimental migration data but also predict the migration of existing and new plasticisers with very little or no experimental data, thus assisting in the development of new formulations. A qualitative and quantitative understanding of the effect of various factors on migration will be achieved.

Introduction
The most commonly used plasticisers for Polyvinyl Chloride (PVC) are the phthalates, especially the plasticizer DEHP (Di-2-ethylhexyl phthalate) [1]. Several of these phthalates are being suspected of having carcinogenic properties and are furthermore very slowly biodegradable; this means that there is a need to develop safe substitutes of these plasticisers. The Danish food-additive manufacturer Danisco has recently developed such an alternative, the GRINDSTED® SOFT-N-SAFE plasticiser (SNS) which is based on a fully acetylated glycerol monoester on hardened oil from the castor bean. Being based on a natural product, the composition of SNS can exhibit small changes from batch to batch, but the two main components are the fully acetylated glycerol monoester based on 12-hydroxystearic acid (85%) and stearic acid (10%), as shown in figure 1[2].

The product is now approved for use in the European and North American market and moreover preliminary results show smaller migration to specific food simulants (aqueous acetic acid, water-ethanol and sunflower oil) compared to standard plasticisers like DEHP and Diisononyl phthalate (DINP) [3]. In addition, SNS has shown to be a non-toxic, fully biodegradable substitute, but is substantially more expensive than DEHP (3-4 times).

As there has been great attention on the use of plasticisers in the later years, especially the use of phthalates, many new migration limit regulations have appeared, e.g. Commission directive 2005/79/EC [4] by the European Union (EU). The experimental tests needed in order to check whether the migration of the plasticiser is within the regulations are very time consuming or difficult to carry out. For this reason in 2002 EU made it possible to use food simulants and even generally recognised migration models to estimate the complete migration into different foods [5]. Two such models are presented in equations 1 and 2:

$$M_i = 2C_{pl} \sqrt{\frac{Dt}{\pi}}$$  \hspace{1cm} (1)

$$M_i = \frac{\alpha}{1 + \alpha} \left[ 1 - \sum_{n=1}^{\infty} \frac{2a(1+\alpha)}{1+\alpha+\alpha^2 q_n^2} \exp \left( -\frac{Dq_n^2}{L^2} \right) \right]$$  \hspace{1cm} (2)

Model 1 (Eq. 1) and model 2 (Eq. 2) are both derived from the work by Crank in 1956 [6], and they are widely accepted as migration models, though with some limitations. Model 1 is only applicable in the first part of the migration where the difference between migrant (plasticiser) concentration in the polymer and in...
the solvent is very large. This means that this model can be used for large volumes of solvent compared to the volume of polymer with infinite well agitation. In practical conditions this could for instance occur with migration from a polymer hose into the constant moving solvent inside the hose. In this case the concentration of the migrant in the solvent next to the polymer can be seen as almost constant and very close to zero, and thus leads to the fastest possible migration of the migrant into the solvent.

In contrast, model 2 is applicable in the later part of the migration, where the migration is coming close to the final equilibrium i.e. the diffusion from polymer to solvent is equal to the diffusion from solvent to polymer. The value of  is a constant and very close to zero, and thus solvent inside the hose. In this case the concentration of the migrant in the solvent next to the polymer will lead to an induced lowering of the concentration difference on each side of the polymer-solvent barrier, this will lead to a faster migration.

In 1993 a solution to this problem was suggested by Kontominas [7] (Eq. 3), by introducing an agitation parameter into the solution of the differential equation of Fick's second law of diffusion. This new agitation parameter "u" indicates the probability for the migrant molecule to go in the direction perpendicular to the polymer-solvent barrier plane towards the solvent. Even though this mathematical migration model has some potential, it has not been possible to obtain a fully satisfactory fit to the experimental migration data with and without agitation so far. This may indicate that modelling systems where the migration is partly influenced by agitation in the solvent is rather complex.

\[
\frac{M_t}{M_{\infty}} = \frac{u}{2L} \left( \frac{ut}{2\sqrt{Dt}} \right) + \frac{1 - L}{2L} \left( \frac{L - ut}{2\sqrt{Dt}} \right) + \sqrt{\frac{Dt}{L\pi}} \left[ \exp \left( \frac{(ut)^2}{4Dt} \right) - \exp \left( \frac{(L - ut)^2}{4Dt} \right) \right] + \frac{1}{2}
\]

The purpose of the current work was initially to estimate diffusion coefficients of Danisco's new plasticiser SNS at different temperatures. This was possible by utilising the data from a migration experiment Danisco had conducted on this new plasticiser for other purposes [8]. This migration experiment was set up to measure the migration of three plasticisers (GRINDSTED® SOFT-N-SAFE (SNS), GRINDSTED® ACETEM 95 CO (Acetem) and Epoxidised Soybean Oil (ESBO)) from three different PVC compounds at three different temperatures (20ºC, 40 ºC and 60 ºC) into iso-octane.

Furthermore, the purpose of this work was to investigate whether it is possible to estimate the migration utilising the two simple migration models (model 1 and 2). If agitation proved to be an important parameter for the conducted experiments, the mathematical migration model of Kontominas should be tested and preferably optimised based on the recent experimental migration data.

The estimated diffusion coefficients from the Danisco migration experiment on SNS, Acetem and ESBO from PVC compound 2 at 40ºC into iso-octane. Only the 5 first data points are used for the regression as the last two points clearly are not following the linear model.

### Results

It was possible by utilising the simple model for the first part of migration (model 1, Eq. 1), to estimate diffusion coefficients for all the migration experiments by plotting \(M/C_{p0}\) against \(2(t/\pi)^n\), which makes it possible to estimate the diffusion coefficient by linear regression (see figure 2).

All the estimated diffusion coefficients are listed in table 1.

<table>
<thead>
<tr>
<th>Comp.</th>
<th>SNS</th>
<th>Acetem</th>
<th>ESBO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20ºC</td>
<td>40ºC</td>
<td>60ºC</td>
</tr>
<tr>
<td></td>
<td>(cm²/s)</td>
<td>(cm²/s)</td>
<td>(cm²/s)</td>
</tr>
<tr>
<td></td>
<td>(data points)</td>
<td>(data points)</td>
<td>(data points)</td>
</tr>
<tr>
<td>Comp. 1</td>
<td>1.30×10⁻⁹ (4/7)</td>
<td>1.10×10⁻⁹ (7/7)</td>
<td>2.49×10⁻⁷ (5/5)</td>
</tr>
<tr>
<td>Comp. 2</td>
<td>5.95×10⁻⁹ (7/7)</td>
<td>5.84×10⁻⁹ (5/7)</td>
<td>2.67×10⁻⁷ (5/5)</td>
</tr>
<tr>
<td>Comp. 3</td>
<td>6.39×10⁻⁹ (5/7)</td>
<td>5.81×10⁻⁹ (4/7)</td>
<td>4.95×10⁻⁷ (5/5)</td>
</tr>
<tr>
<td>Comp. 1</td>
<td>6.17×10⁻⁹ (7/7)</td>
<td>6.42×10⁻⁹ (4/7)</td>
<td>1.07×10⁻⁷ (5/5)</td>
</tr>
<tr>
<td>Comp. 2</td>
<td>1.66×10⁻⁹ (5/7)</td>
<td>3.30×10⁻⁹ (4/7)</td>
<td>1.49×10⁻⁷ (5/5)</td>
</tr>
<tr>
<td>Comp. 3</td>
<td>3.07×10⁻⁹ (4/7)</td>
<td>6.63×10⁻⁹ (4/7)</td>
<td>7.67×10⁻⁷ (5/5)</td>
</tr>
<tr>
<td>Comp. 1</td>
<td>7.07×10⁻¹¹ (5/7)</td>
<td>2.43×10⁻¹⁰ (3/6)</td>
<td>6.21×10⁻¹⁰ (5/5)</td>
</tr>
<tr>
<td>Comp. 2</td>
<td>1.25×10⁻¹⁰ (5/7)</td>
<td>7.25×10⁻¹⁰ (6/7)</td>
<td>8.59×10⁻¹⁰ (4/4)</td>
</tr>
<tr>
<td>Comp. 3</td>
<td>3.09×10⁻¹⁰ (5/7)</td>
<td>9.47×10⁻¹⁰ (5/7)</td>
<td>1.78×10⁻⁹ (4/4)</td>
</tr>
</tbody>
</table>
The dependence between temperature and diffusion coefficient is normally seen to follow an Arrhenius type equation, where $D_0$ is the temperature independent diffusion constant, $E_a$ is activation energy of diffusion, $R$ is the ideal gas constant and $T$ is the temperature:

$$D = D_0 \exp \left( \frac{-E_a}{RT} \right)$$  \hspace{1cm} (4)

As displayed on figure 3, there is good agreement between the estimated diffusion coefficients of ESBO and the temperature dependence suggested by the Arrhenius equation (equation 2). The diffusion coefficients tend to reach higher values (faster migration) at higher temperatures, as it would be expected.

Unlike ESBO, the estimated diffusion coefficients of SNS (migration from PVC into iso-octane) seems to be temperature independent (figure 4). It is difficult to explain this behavior, as higher temperatures means faster Brownian movement of the molecules, thus the molecules will reach the lowest energy state of the system (equilibrium, $M_\infty = M_t$) faster. Further migration experiments must be performed in order to investigate this unusual temperature behavior of SNS’s diffusion coefficients.

Model development

The math model in the original form given by Kontominas[7] (see eq. 3) goes towards a value of 0.5 when there is no agitation of the solvent ($u = 0$), this means that either the migration always goes towards the final equilibrium where only 50% of the start concentration migrates (as the lower model 2 in figure 5), or that $M_\infty$ is defined as $2C_{p0}$. But, as displayed in figure 5, the math model does not estimate the same migration as model 2 even though they both go towards the same limit of 50% at infinite time (the lower model 2 in figure 5).

If $M_\infty$ is defined as $2C_{p0}$ then by multiplying the model by 2 it should be set up with the same definition of $M_\infty$ as the other models ($M_\infty = C_{p0}$). This corrected math model now goes towards $2(Dt)^{3/2}/(L\pi^{1/2})$ for $t \to 0$, as would be expected (figure 6).

The reason why $M_\infty$ should have been defined as $2C_{p0}$ is not very clear, as the migration at infinite time never exceeds the total amount of migrant ($C_{p0}$). The corrected math model with $M_\infty$ defined as $C_{p0}$ is expressed as:

$$\frac{M_t}{M_\infty} = \frac{ut}{L} \text{erf} \left( \frac{ut}{2\sqrt{Dt}} \right) + \frac{ut-L}{L} \text{erf} \left( \frac{L-ut}{2\sqrt{Dt}} \right)$$

$$+ \frac{2\sqrt{Dt}}{L\sqrt{\pi}} \exp \left( \frac{(ut)^2}{4Dt} \right) - \exp \left( \frac{(L-ut)^2}{4Dt} \right) + 1$$  \hspace{1cm} (5)

Fig. 3
The temperature dependence of ESBO diffusion coefficients from three different PVC compounds into iso-octane.

Fig. 4
The temperature dependence of SNS diffusion coefficients from three different PVC compounds into iso-octane.

Fig. 5
The migration of SNS from PVC compound 2 into iso-octane at 40ºC. It is clear that the math model in its original form is far from estimating the same migration as the lower model 2.

Fig. 6
The migration of SNS from PVC compound 2 into iso-octane at 40ºC. The new corrected model makes a complete fit to the experimental data, while the corrected math model for migration with no agitation goes towards 0.5.
It was found that further optimization of the math model for making it go towards the limit of $M/M_\infty=0.5$, when the agitation parameter “$u$” was set to zero, did mean a loss in the good fit of the model to the experimental data. For this reason it is suggested to use the corrected math model (Eq. 5) when there is agitation of the solvent, and the optimized model (Eq. 6) when there is no agitation.

$$M/M_\infty = \frac{1}{2} erf\left(\frac{L}{2\sqrt{Dt}}\right) \frac{2\sqrt{Dt}}{L\pi} \left[1 - \exp\left(-\frac{L^2}{4Dt}\right)\right] + \frac{1}{2}$$

(6)

**Conclusion**

Diffusion coefficients for the three plasticisers SNS, Acetem, and ESBO were estimated for all the migration experiments conducted by Danisco. It was found that SNS has a diffusion coefficient approximately a factor 10 higher and Acetem almost a factor 50 higher by average, compared to ESBO. A good relationship between temperature and the estimated diffusion coefficients was seen for ESBO utilising an Arrhenius equation. This was not the case for Acetem and SNS. The diffusion coefficient of SNS seems to be independent of temperature, but further migration experiments at larger temperature intervals have to be conducted to verify this tendency. Two generally recognised migration models derived from Fick’s second law of diffusion were tested against the migration data obtained from the Danisco migration experiments. These two general models are only able to estimate migration into a static solvent or an infinitely well agitated solvent. For this reason these two models are not necessarily suitable candidates for a migration model capable of estimating the full migration in practice. A more complex migration model was tested, in which a parameter for agitation of the solvent was incorporated. However this model is not following model 1 for $t\to 0$ as it is generally agreed for migration models[9], but by defining $M_\infty$ as $2C_{p0}$ this problem was overcome. This correction led to a math model going towards 1 instead of 0.5 when the agitation parameter was set to zero. By optimising the corrected math model on one of the three contributing parts of the model, it was possible to propose a new model that almost completely followed the same estimation of migration as model 2 (no agitation and $M_\infty = \frac{1}{2}C_{p0}$). It was found that the corrected math model had a more accurate fit to the experimental data than the optimised model, but further experimental data under different agitation conditions are needed in order to investigate the capability of the math model.
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**List of abbreviations**

- Acetem: GRINDTED® Acetem 95 CO
- Compound 1: 50phr plasticiser, 2.5phr surfactant and stabiliser
- Compound 2: 50phr plasticiser, 2.5phr surfactant and stabiliser, 7phr lubricant
- Compound 3: 67phr plasticiser, 2.5phr surfactant and stabiliser
- DEHP: Di-2-ethylhexyl phthalate
- DINP: Diisononyl phthalate
- ESBO: Epoxidised Soybean oil
- PVC: Polyvinyl Chloride
- SNS: GRINDTED® SOFT-N-SAFE

**List of symbols**

- $a$: Ratio of solvent volume over polymer volume
- $C_{p0}$: Initial concentration of plasticiser in polymer [mg/cm³]
- $D_T$: Temperature independent diffusion constant [cm²/s]
- $D$: Diffusion coefficient [cm²/s]
- $E_a$: Activation energy of diffusion [J/mol]
- $erf$: Error function, $erf(x) = \frac{2}{\sqrt{\pi}} \int e^{-t^2} dt$
- $L$: Thickness of polymer [cm]
- $M_\infty$: Migration at infinite time [mg/cm²]
- $M_t$: Migration at time $t$ [mg/cm²]
- $n$: phr: Parts per hundred resin.
- $q$: Positive roots of tan $q = -a q$
- $t$: Time [s]
- $u$: Agitation parameter [cm/s]
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Computer Aided Design and Analysis of Hybrid Processes

Abstract
In the design of hybrid processes the performance of each constituent element need to be taken into account and the design must take into consideration their interdependency. Focus of this paper is on the reaction – separation hybrid processes. The general systematic methodology for design of hybrid processes along with used computer aided techniques is presented with a supporting experimental case study of synthesis of n-propyl-propionate.

1. Introduction
Equilibrium or kinetically controlled reactions are common in chemical and biochemical manufacturing. This type of reaction is usually characterized by low product yield or low selectivity towards the desired product, when parallel reactions occur. Irrespective of the controlling factor of reaction(s), on-site removal of product(s) enhance the yield, leading to simple product purification, reduced processing time and may also reduce undesired side reaction(s) if they occur. In most of the cases, to increase process economics the recycle of unreacted reactants is looked for what imply use of separation step(s).

Combination of at least two unit operations based on different physical phenomena leads to a hybrid process since they jointly contribute to fulfil the process step [1]. In general, two types of hybrid processes are distinguished: reaction-separation (R-S), for example, the combination of batch reaction and membrane-based separation, and, separation-separation (S-S) such as the coupling of distillation with pervaporation. Design of hybrid process needs to take into account interdependency of linked processes in terms of process conditions like temperature, pressure and compositions to find out the feasible operation window. Models describing each of the constituent process (like reactor, pervaporation, nanofiltration, distillation) are usually available in literature; therefore their quantitative and qualitative analysis can lead to efficient process design. Based on the model-based computer-aided techniques it is possible to identify feasible design alternatives, saving thereby valuable experimental resources.

2. Design methodology of hybrid processes
A systematic model based framework for analysis and design of hybrid R-S and S-S processes were already presented by author in [2]. The objective of the methodology is to identify the best possible process set-ups configuration for R-S and S-S systems with wanted constraints of process parameters like process yield, reaction time, residence time, selectivity and product purity. The design algorithm is depicted in Figure 1 along with associated for each step data, specific models and computer-aided tools from ICAS family. Step 1A consist of analyzes of separation or reaction task. At that step, for separation task analyzes includes identification of azeotrope points, phase split, etc. In case of reaction task, condition of reaction are defined in terms of temperature, pressure, catalyst and concentration of compounds, which also includes analysis of reaction kinetics. In step 1B the need of solvent is considered. In step 2 the objective of design is specified in term of process parameters. Step 3 now combines all collected knowledge from step 1 with appropriate separation models to generate the feasible hybrid process design alternatives. Separation techniques are compared by means of driving force approach [3]. If step 1B pointed out need of solvent, the solvent is selected using method given by Gani et. al [4]. In the last step (step 4), the generated hybrid process alternatives are tested under different operational scenarios. Based on which feasible alternatives are identified.

2.1. Process alternatives
In the last step (step 4) based on superstructure (Figure 2) the specific process scenarios are generated. Depending on batch or continues process is selected in step 2 and dynamic or steady state models are generated for each process scenarios. A generic model giving the balance equations ((1)-(2)) for hybrid process are derived based on superstructure given in Figure 2. The differential equations represent the states of the process...
system at discrete time points.

\[
\begin{align*}
- \sum_{j=1}^{4} \frac{[S_j]}{[F_j]} + \frac{[F_j]}{[S_j]} & = \frac{[F_j]}{[S_j]} \\
- \sum_{j=1}^{4} \frac{[F_j]}{[S_j]} & = \frac{[F_j]}{[S_j]} \\
- \sum_{j=1}^{4} \frac{[S_j]}{[F_j]} & = \frac{[S_j]}{[F_j]} \\
\end{align*}
\] (1)

\[
\begin{align*}
- \sum_{j=1}^{4} \frac{[F_j]}{[S_j]} & = \frac{[F_j]}{[S_j]} \\
\end{align*}
\] (2)

Figure 1: Methodology of design/analyze hybrid process system

Using the generic model and the particular details of any problem, the specific hybrid R-S or S-S process can be generated. Then, the generated feasible process alternatives are tested under different process conditions by means of process simulation.

Figure 2: Hybrid process superstructure

3. Case study: Reaction-Separation

The methodology is applied here to the case of synthesis of n-propyl-propionate (ProPr). ProPr is used as a paint thinner, food additive and essence for perfumes by giving apple-like, fruity taste.

Step 1: Reaction task analysis

Esterification reaction of 1-propanol (POH) and propionic acid (PAc) to ProPr and H2O follow Eq. (3). Reaction is taken place in the liquid phase with use of a heterogeneous catalyst Amberlyst 46. The use of this very selective catalyst eliminates competing etherification reaction to di-n-propyl ether and dehydration of propanol to propene.

\[
\text{ProPr -- POH + H2O} \rightarrow \text{ProPr -- H2O} \rightarrow \text{ProPr -- PAc} (3)
\]

The reaction kinetics of this heterogeneous esterification reaction has been studied by Duarte et al. [5] at pressure of 5 atm and temperature range varying from 363.15K to 383.15 K. The equilibrium of reaction (3) is expressed in terms of component activities [5]:

\[
K_{eq} = \frac{a_{\text{ProPr}} \cdot a_{\text{H2O}}}{a_{\text{PAc}} \cdot a_{\text{POH}}} \] (4)

Separation of components present in the reaction mixture is difficult since two binary and one ternary heterogeneous azeotropes as well as one homogeneous azeotrope are found (see Table 1).

<table>
<thead>
<tr>
<th>Composition</th>
<th>Molar fraction [%]</th>
<th>T_e [K] @ 1 atm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>POH – H2O – PrPr (Hetero)</td>
<td>24.50 57.82 17.68</td>
<td>- 359.46</td>
</tr>
<tr>
<td>PrPr – H2O (Hetero)</td>
<td>68.63 31.37 -</td>
<td>- 363.14</td>
</tr>
<tr>
<td>H2O – PAc (Homo)</td>
<td>6.666 93.34 -</td>
<td>- 372.69</td>
</tr>
<tr>
<td>H2O – POH (Hetero)</td>
<td>57.26 42.74 -</td>
<td>- 361.88</td>
</tr>
</tbody>
</table>

Initial experimental compositions reported by Duarte et al. [5] were used as an input to reactive flash calculations [6]. The obtained results proved that the system is reaching its chemical and physical equilibrium. Based on results obtained from reactive flash calculation in ICAS-PDS (Figure 3) the maximum operating temperature at P = 1 atm. is set to 363.4 K.

Figure 3: Phase fraction distribution at P = 1 atm., substrate ratio 1:1

Step 1B: Need of solvent

In this study incorporation of solvent has not been investigated since all reactants are liquid and miscible in the operation window. However, it is foreseen that addition of non-reactive solvent to create the second water phase would decrease the activity of the products and move reaction to the right-hand side of Eq. (3).

Step 2: Process demands

The main goal of that synthesis is to obtain as high as possible conversion of PAc close to 100% in the batch operation of 12h.

Step 3: Separation method selection

The continuous removal of product and/or products will enhance the conversion of reactants; therefore in this step separation technique needs to be selected. Many membrane-based separation processes offer selective removal of a specific chemical, for example, pervaporation and vapour permeation are widely used for dehydration of organic mixture [7]. Based on a superstructure (Figure 2) the configuration is generated where process 1 is a reactor and process 2 is membrane-based separation for selective removal of water. Since Amberlyst 46 is a heterogeneous catalyst, the packed bed reactor with additional tank to maintain hold-up in the process system is required (see Figure 4-A). The packed bed reactor and membrane-based separation can...
be more integrated as is shown on Figure 3-B where the reaction and separation zones are in one piece of equipment. In order to utilize the catalyst the liquid feed is required in reaction zone therefore it is important to highlight that in the first configuration pervaporation or vapour permeation are possible alternatives since in the second configuration only pervaporation is feasible.

**Figure 4: Conceptual process configurations**

**Step 4: Process conditions and feasible design**

In the last step of the methodology the separation model is combined with the batch reactor model into the hybrid dynamic process model. The specific model for membrane assisted batch reactor (Figure 3-A) is written under assumptions: (1) reaction occur only with the use of catalyst and in liquid phase, (2) constant trans-membrane component flux and (3) short resident time in reaction and separation zones. Model consists of following equations:

mole balance:

$$\frac{dn}{dt} = -r_i \cdot v_i \cdot m_{cat} \cdot L$$  \hspace{1cm} (5)

constitutive equations:

$$r = k_r \left( a_{POH} a_{PAc} - \frac{1}{K_{eq}} a_{ProPr} a_{H_2O} \right)$$  \hspace{1cm} (6)

$$k_r = k_0 \cdot e^{-\frac{E}{RT}}$$  \hspace{1cm} (7)

$$K_{eq} = K_{0,eq} \cdot e^{-\frac{E_{eq}}{RT}}$$  \hspace{1cm} (8)

In this paper Modified UNIFAC (Lyngby) [8] has been used. The kinetic parameters have the following values: $k_0 = 7.872 \cdot 10^9$ [mol·eq⁻¹·s⁻¹], $E = 63080$ [J·mol⁻¹], $K_{0,eq} = 3.511$, $E_{eq} = -4631.4$ [J·mol⁻¹]. The process efficiency is quantified here by process yield with respect to ProPro and it is defined as:

$$Y_{ProPr} = \frac{n_{ProPr} - n_{ProAc}}{n_{ProAc}}$$  \hspace{1cm} (9)

The introduction of access of 1-propanol will shift the reaction towards higher conversion of acid. The batch simulations with varying molar ratio of POH:PAc from 1:4 were performed in ICAS-MoT [9] and the results of this study in terms of process yield are presented on Figure 5. The increase of molar ratio above 3 does not give significant increase in yield, therefore a range between 2 and 3 is recommended. When the batch reactor is combined with the pervaporation unit it is important to observe the influence of the amount of catalyst as well as the switching time from batch reaction into integrated mode, since water is absent in the beginning of the batch. The increase in the ratio of catalyst mass, $m_{cat}$, and reaction mixture, $m_{mix}$, increases the yield in the given processing time (in that case we limit to 12h). Note that the switching time from batch reaction to the combined operation within the first two hours of the operation does not influence significantly the process yield (see Figure 6).

**Figure 5: Yield of propyl-propionate versus molar ratio POH : PAc at T = 353.15 K**

**Figure 6: Yield versus switching time and mass ratio of catalyst and reaction mixture; POH : ProAc = 2:1, T = 353.15 K, m_{catalyst} = 1393 g, R_{PAc} = R_{POH} = R_{ProPr} = 0 mol/s, R_{H2O} = 0.13 mol/s**

**Experimental investigation**

After theoretical investigation (steps 1-4) the set of experiments have been performed to verify behavior of the membrane assisted batch reactor. All experiments were conducted in a multipurpose lab-scale plant at the Chair of Fluid Separation Processes at the University of Dortmund (schematically presented on Figure 4-A).

During the pervaporation experiments the flat membrane PERVAP® 2201-D from Sulzer Chemtech with an active layer of polyvinyl alcohol (PVA) and a support layer of poly(acrylonitrile) (PAN) were used. The tank has a maximum volume of 1.7 dm³. The side packed-bed reactor (PBR) is constructed in such a way that various amount of catalyst could be introduced (varying from 130 to 300 g).

Before performing the membrane reactor experiments models for reaction kinetics and pervaporation were checked in independent experiments. In order to describe accurately the pervaporation a semi-empirical Meyer-Blumenroth model was used [10]. Both models gave very good agreement with experimental data.

Several processes operational conditions have been studied experimentally which are summarized in
Table 2: Membrane reactor: experimental process conditions, result and comparison with batch reactor

<table>
<thead>
<tr>
<th>Exp No</th>
<th>E6</th>
<th>E5</th>
<th>E4</th>
<th>E3</th>
<th>E2</th>
<th>E1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR (av) [K]</td>
<td>336.21</td>
<td>354.11</td>
<td>346.24</td>
<td>344.85</td>
<td>351.87</td>
<td>346.83</td>
</tr>
<tr>
<td>TM (av) [K]</td>
<td>334.11</td>
<td>353.09</td>
<td>343.19</td>
<td>343.48</td>
<td>349.36</td>
<td>347.65</td>
</tr>
<tr>
<td>m_cat/m_r (initial) [g/g]</td>
<td>0.21</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.24</td>
<td>0.12</td>
</tr>
<tr>
<td>POH : PAC [mol:mol]</td>
<td>3:1</td>
<td>3:1</td>
<td>2:1</td>
<td>2:1</td>
<td>2.2:1</td>
<td>2:1</td>
</tr>
<tr>
<td>Switching time [min]</td>
<td>61.37</td>
<td>61.37</td>
<td>60.00</td>
<td>134.95</td>
<td>135.50</td>
<td>75.80</td>
</tr>
<tr>
<td>Y ProPro (reaction) [mol/mol] @720 min</td>
<td>59.9%</td>
<td>78.7%</td>
<td>73.2%</td>
<td>76.4%</td>
<td>75.0%</td>
<td>79.1%</td>
</tr>
<tr>
<td>Y ProPrO (Membrane reactor) [mol/mol] @720 min</td>
<td>88.8%</td>
<td>95.6%</td>
<td>93.2%</td>
<td>91.6%</td>
<td>90.2%</td>
<td>93.5%</td>
</tr>
<tr>
<td>Difference</td>
<td>28.9%</td>
<td>16.9%</td>
<td>20.0%</td>
<td>15.3%</td>
<td>15.2%</td>
<td>14.5%</td>
</tr>
</tbody>
</table>

Table 2. The switching time varying between 1 to 2 hours does not have significant influence on process yield (E3 and E4). Increase of ratio m_cat/m_r by double, the yield increase insignificantly (E1 and E4). All tested membrane reactors scenarios gave significant improvement to batch reactor by overcoming equilibrium and kinetically controlled process (see Table 2). The best result, yield of 95.6%, has been achieved for highest temperature (354 K) and reactant ratio of 3:1 (E5). The weight fraction profiles of reactants in time of experiment E5 are presented on Figure 7. The weight fraction of PAC and POH decreased since fraction of products (ProPro, H2O) increase until 61min. After the switching time weight fraction of H2O started decrease when ester fraction increased reaching 47w% in 12h. In batch reaction it would be possible to obtain only 38w% (simulation).

Figure 7: Membrane reactor. TR = 354.11 K, TM = 353.09 K, m_cat/m_r = 0.23, POH:PAC = 3:1, t_switch = 61.37min; (E5)

Conclusions
A model-based methodology along with computer-aided techniques for systematic investigation of hybrid process systems have been presented with the application of the technique to the study of an esterification of n-propyl propanoate. The reaction kinetic model and trans-membrane solution-diffusion flux model gave good agreement with simulation result. The feasibility of membrane reactor has been illustrated not only by simulation but also through experiments at different temperature, reactant molar ratio and amount of catalyst. The process temperature has the biggest influence among the investigated parameters. The increase of amount of catalyst leads to faster achievement of equilibrium. As the simulation results indicate the switching time until second hour does not influence significantly the process yield.

From this work, it is clear that processes consisting of a reactor and a highly selective membrane separation unit show advantages with respect to achieving increased product yield by overcoming limitations of equilibrium and kinetically controlled reaction.
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Nomenclature
- $a_i$ – activity [-],
- $A_m$ – membrane area [$m^2$],
- $J_i$ – component flux [$mol/s/m^2$],
- $K_{eq}$ – reaction equilibrium constant [-],
- $k_r$ – reaction rate constant [$mol/s/eq$],
- $L_i$ – concentration of active sides 0.95 eq/kg,
- $r$ – reaction rate [$mol/s/eq$],
- $R$ – universal gas constant, 8.3144 [J.K^{-1}.mol^{-1}],
- $R_i$ – component removal [$mol/s^{-1}$],
- $\nu_i$ - steechiometric coefficient [-],
- Superscripts
  - $R$ – reactor,
  - $M$ – membrane unit.
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Mathematical Modeling of Solid Oxide Fuel Cells

Abstract
Solid Oxide Fuel Cells (SOFC) is a technology on the brink of commercialization. In order to facilitate continuous optimization of the SOFC stack operation, improve its competitiveness and to integrate it with other technologies, an experimentally verified model is required. The aim of this project is to obtain such a model and implement it in a commercial simulation program. One important aspect embraces internal steam reforming that cannot be modeled with present literature data, and therefore steam reforming kinetics at the conditions of SOFCs will be investigated.

Introduction
The fossil fuel reserves are limited and because of this, it is necessary to investigate technologies that can be used to make our society independent of fossil fuels [1][2]. SOFC is a highly versatile technology, which can use a large number of different fuels either from fossil or renewable sources, such as H₂, CH₄ and NH₃, methanol, dimethylether and diesel [3]. This way the technology facilitates the transition between these energy sources. SOFCs combined with a gas turbine, which utilizes the high temperature exhaust gasses from the SOFC, can achieve electrical efficiencies of 65%-70% and about 90% total efficiency for a cogeneration plant [4][5][6]. It can also be used to design a decentralized power supply system since even relatively small units can provide high efficiencies i.e. 60% electrical efficiency and 80% total efficiency for a 3-400 kW system [7].

A SOFC produces electricity by an electrochemical cell, which is continuously supplied with separated streams of gaseous fuel and air/oxygen. The species that is transported through the solid electrolyte is O²⁻. Both electrolyte and electrodes in the cell is made of ceramic materials and in order to obtain a sufficient rate of oxygen ion transport through the electrolyte a temperature in the range 600 K to 1000 K is needed. The configuration and materials of a SOFC can be seen in Figure 1. In this case the cathode is composed of strontium doped LaMnO₃ (LSM) and LSM on yttria-stabilized zirconia (YSZ), the electrolyte of YSZ, and the anode side of NiO/YSZ [8].

Figure 1: An illustration of an SOFC as produced by Topsøe Fuel Cell A/S [8].

The two main electrode reactions taking place in the cell are shown below.

Anode:
\[ \text{H}_2 + \text{O}^{2-} \rightarrow \text{H}_2\text{O} + 2\text{e}^- \]

Cathode:
\[ \frac{1}{2}\text{O}_2 + 2\text{e}^- \rightarrow \text{O}^{2-} \]

If methane is used as the fuel, it has to be catalytically converted into hydrogen internally in the SOFC by the NiO present in the anode material. [9]
Specific Contents
This project will cover both experimental work and modeling work. Furthermore a literature study will be made on the subjects relevant for the project.

The experimental work will cover the kinetics of internal steam reforming and include temperature and pressure effects for a planar SOFC stack.

Modeling Work
The modeling work will be a continuation of the work performed previously [10]. The effects that should be added or described in more detail are as follows:

- Stack model
  - Heat transfer
  - Single cell
    - Pressure effects
    - Electrochemical kinetics
    - Methane reforming kinetics
- Transient model

Methane Reforming
The methane reforming reaction as well as the water gas shift reaction is shown below

Methane reforming:
\[ \text{CH}_4 + \text{H}_2\text{O} \leftrightarrow 3\text{H}_2 + \text{CO} \]

Water gas shift:
\[ \text{CO} + \text{H}_2\text{O} \leftrightarrow \text{H}_2 + \text{CO}_2 \]

The kinetics of these two reactions in conventional large scale catalytic reactors are well known [11]. The geometry and catalytic material inside a SOFC is however very different from a traditional system and therefore a series of experiments are planned to determine internal methane reforming kinetics for a SOFC, catalyzed by NiO.

The experiments will include tests in a tubular reactor with crushed anode material as the catalyst. It will also be attempted to design a setup where the reforming kinetics can be investigated in a cell without electrochemical reactions.

Pressure Effects
From the Nernst equation, an increase in total pressure from 1 atm to 5 atm is expected to increase the open cell voltage with about 5%. For tubular SOFCs it has been observed that the increase in performance at increased pressure is considerably higher than expected from the Nernst equation. Furthermore, the relative effect increases at high load as shown in figure 2 [12].

For the combined SOFC-gas turbine system there is the additional advantage of high pressure operation that it will also result in an improvement in the performance of the turbine [13].

Figure 2: Effect of pressure changes on the performance of a tubular SOFC [12].

Acknowledgements
The author acknowledges Topsøe Fuel Cell A/S, DTU and the Graduate School in Chemical Engineering: MP2T for financial support and supplying equipment. Risø DTU is acknowledged for valuable discussions and practical support.

References
Computer-Aided Multiscale Modelling for Chemical Product-Process Design

Abstract
Nowadays, the key to success in product-process design/development is first to identify the end-use properties of a product and then to control product quality by manipulating the structure of the chemical. To match the desired product usually many repetitions of experiments are performed with considerable expenses of time and resources. A computer-aided modelling framework for product-process design is proposed as supplementary tool, where many of the tasks related to product-process is development can be performed systematically through an established set of work and data-flows. Because of the nature of the product-process design problems, multiscale modelling options need to be available within the framework.

Introduction
The design, development and reliability of a product and the process to manufacture it, need to be consistent with the end-use characteristics of the desired product. One of the common ways to match the desired product-process characteristics is through trial and error based experiments which can be expensive and time consuming. An alternative approach is the use of a systematic model-based approach according to an established work-flow in product-process design, replacing some of the time consuming and/or repetitive experimental steps. For many chemical products the appropriate models for product-process design needs to have multiscale features as the properties defining the chemical structure and end-use characteristics of the product are dependent on parameters of different size and time scales. The advantages of the use of multiscale modelling approach is that the design, development and/or manufacturing of a product-process can be described at different scales of length and time, providing thereby the knowledge of the applied phenomena at diverse degrees of abstractions and details.

The development of a framework for product-process design including a multiscale modelling option is very important analysis/design/identification of feasible chemical product candidates because it allows one to consider processing issues during the development of the product. The framework should include the product design and process design components, modelling tools and templates (work-flow) for guiding the user through the design steps. The integration of computational tools is necessary to increase the application range of the computer-aided product-process framework; where the connection between computational tools is established through COM-objects or following the rules for CAPE-OPEN standards.

Specific Objectives
The objective of this PhD project is to develop a new computer-aided model-based framework for product-process design that also includes multiscale modelling features. To develop this computer-aided framework, a combination of different computational tools, such as, property prediction packages, modelling tools, simulation engines, process simulators, solvent selection software, etc. is necessary; this integration of the different computational tools, allows the user to cover a wide variety of problems at different scales (of length and time) and disciplines concerned in chemical engineering in a easy manner; achieving in this way the development of a product-process with the desired end-use characteristics.
Product-process design modelling framework would require the interaction between human and computer, where the human is handling and controlling the workflow while the computer is carrying out the calculations in the workflow and most of the tasks in the data-flow. It is important to highlight that the computer-aided framework performance will depend on the availability of appropriate models and the development of them.

A Work-Flow for product-process design is shown in figure 1; this work-flow covers various product-process design problem formulations and point out the needs for modelling tools, simulation engines, design tools, property packages, etc. Chemical product-process design starts with problem definition, desired properties, needs and quality of the product-process. Then documentation concerning the mathematical model of the new/redesigned product-process should be done in order to avoid the duplication of generation and storage.

![Figure 1 Work-Flow in Product-Process Design](image)

The next step involves the selection of the application source, active ingredient and additives; here, documentation, databases and search engines are useful to verify some properties and available information during the creation and development of the product, as well as the calculation of the necessary properties embedded in the behaviour of the product. Frequently, the information needed to perform the simulation of the behaviour of the product is not found; so to overcome these gaps of information, computer-aided tools for property predictions (ProPred), solvent selection (CAMD), compound database (Database Manager) and simulation engines are applied to provide the missing data; all of these software suites are available in the Integrated Computer Aided Software (ICAS) developed by Computer Aided Process Engineering Center (CAPEC) DTU.

Once, the complete information and characteristics about the product have been chosen; simulations for analysis of product behaviour and performance are carried out. Here, modelling tools can assist in the simulation, generation of alternatives and verification of the formulation properties through the use of solvent selection tool (CAMD), and ICAS-MoT (available in ICAS software) that is a modelling tool able to perform the generation/analysis/simulation of mathematical models without extra programming effort.

Subsequently, simulation results of product behaviour is compared with the desired target and it is decided if the target has been matched; if it “No”, new designs of the product are generated. Otherwise, simulations are made for model verification through the use of the modelling tool to verify if the product can be produced and the process.

**Multiscale Modelling, what is it?**

Multiscale modelling approach basically consists of the division of a complex problem/model into a set of sub-problems/models that are described at different scales on length or/and time, in order to improve the degree of details of the phenomena that the set of mathematical model is describing in product-process design.

![Figure 2. Multiscale modelling structure, chemical supply chain](image)

Figure 2 illustrates the classical multiscale modelling structure, chemical supply chain and finally, the scales and levels in process engineering. This figure is useful to explain how multiscale modelling works; for example, block-system is depicting an unit operation at the meso-scale level (reactors, exchangers, separators, pumps and so on) what is described for a mathematical model and also provided results of the behaviour of the unit operation. Further details of some properties included in this unit are obtained if a connection between block-system and sub-system exist. This further description at the micro-scale level (particles, droplets, bubbles, eddies and so on) allow to get more fundamental knowledge with more details of the phenomena taking place at different scales.

**Multiscale modelling example: DMFC**

A flow-diagram for a Direct Methanol Fuel Cell (DMFC) modeled through the multiscale approach is shown in figure 3. It is possible to observe that two different scales are involved: meso-scale and micro-scale. The meso-scale involves the modelling of the anode and cathode compartments while the micro-scale is employed to model, the behaviour of the anode and cathode catalyst layers and the proton membrane exchange.
In order to highlight the differences between the results of the multiscale modelling and single-scale modelling, two scenarios have been chosen:

For the multiscale modelling approach: the entire set of equations, for meso-scale and micro-scale were considered. Different results obtained for each scenario. Figure 4 shows the bulk composition of methanol present in the fuel cell obtained with the multiscale (MS) and Single-scale (S-MS) models. As it can be seen from figure 4, the values of these variables at the steady state are quite similar, but they are not the same for the transient state where some differences in the composition along the time can be noted. Those details are the extra information that can be obtained through the use of the multiscale modelling approach. Certainly, it is possible to add further details of the phenomena that is occurring in the process depending on whether the model for lower or higher scales are available or necessary for the study. The multiscale modelling framework is useful for the integration, connection and description at different scales, but the mathematical model to use will depend on the scenario and objectives of the model-based study.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Comp.</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1</td>
<td>Anode</td>
<td>[ \frac{dc_{M}}{dt} = \frac{1}{V_0} \left( c_{\text{in}} - c_{\text{out}} \right) ] (1)</td>
</tr>
<tr>
<td></td>
<td>Cathode</td>
<td>[ \frac{dc_{c}}{dt} = \frac{k_i A_i}{V_i} \left( c_{\text{in}} - c_{\text{out}} \right) ] (2)</td>
</tr>
<tr>
<td></td>
<td>Mem</td>
<td>[ \frac{dc_{L}}{dt} = \frac{k_o A_o}{V_o} \left( c_{\text{in}} - c_{\text{out}} \right) ] (3)</td>
</tr>
<tr>
<td></td>
<td>Anode</td>
<td>[ \frac{dc_{A}}{dt} = \frac{k_i A_i}{V_i} \left( c_{\text{in}} - c_{\text{out}} \right) ] (4)</td>
</tr>
<tr>
<td></td>
<td>Cathode</td>
<td>[ \frac{dc_{C}}{dt} = \frac{k_o A_o}{V_o} \left( c_{\text{in}} - c_{\text{out}} \right) ] (5)</td>
</tr>
<tr>
<td>Level 2</td>
<td>Anode</td>
<td>[ \frac{dq_{A}}{dt} = -D_e \frac{dc_{A}}{dt} ] (6)</td>
</tr>
<tr>
<td></td>
<td>Cathode</td>
<td>[ \frac{dq_{C}}{dt} = -D_e \frac{dc_{C}}{dt} ] (7)</td>
</tr>
<tr>
<td></td>
<td>Electrodes</td>
<td>[ \frac{dq_{E}}{dt} = k_e \left( \frac{F}{RT} \right) \left( \frac{P_m}{P_{eq}} \right) ] (8)</td>
</tr>
<tr>
<td></td>
<td>Electrodes</td>
<td>[ \frac{dq_{E}}{dt} = k_e \left( \frac{F}{RT} \right) \left( 1 - \frac{P_m}{P_{eq}} \right) ] (9)</td>
</tr>
</tbody>
</table>

For the single-scale scenario: equations at the meso-scale level were solved while as far as micro-scale equations are concerned, values for the dependent and explicit variables values were given as known (that is, values at a specific point are known or obtained from experiment or simply as data from the literature). In this case study, the values for these variables were taken from the multiscale steady state simulation.

Methanol bulk concentration, which are variables at the meso-scale level were chosen to illustrate the different results obtained for each scenario. Figure 4 shows the bulk composition of methanol present in the fuel cell obtained with the multiscale (MS) and Single-scale (S-MS) models. As it can be seen from figure 4, the values of these variables at the steady state are quite similar, but they are not the same for the transient state where some differences in the composition along the time can be noted. Those details are the extra information that can be obtained through the use of the multiscale modelling approach. Certainly, it is possible to add further details of the phenomena that is occurring in the process depending on whether the model for lower or higher scales are available or necessary for the study. The multiscale modelling framework is useful for the integration, connection and description at different scales, but the mathematical model to use will depend on the scenario and objectives of the model-based study.
with EXCEL at the same time can work with MoT-COM without additional work, provide a high-quality interaction between them (see figure 5) is available. But, why do we need to use MoT together with other external software as a new modelling framework? Because through their interaction, model equations for a specific equipment, process or operation can be developed, translated, analyzed and solved through MoT with almost zero programming effort with the multiscale modelling approach embedded in the final model equation.

**CAPE-OPEN example**

A test of the interoperability between ProSimPlus and ICAS-MoT has been carried out using CAPE-OPEN standards. A new unit operation (DMFC) model employing a multiscale modelling approach is combined with unit operations that can be found in the model library of ProSimPlus. The first step is to understand the interoperability between the different computational tools.

Figure 6 illustrates a “Generic CAPE-OPEN Unit Operation” where objects are wrapped by an ICAS-MoT object (COM object) representing a model generated through ICAS-MoT (a ICAS-MoT file) and where all the necessary interfaces for connection to other tools are CAPE-OPEN compliant. An XML configuration file describes the mapping between variables of the ICAS-MoT model and variables required by CAPE-OPEN specifications.

![Figure 6. ICAS-MoT CAPE-OPEN Unit Operation](image)

The input Material Objects must, at least, provide the following variables: temperature, pressure, composition (either total flowrate and molar fractions, either partial flowrates) through the COM interfaces. More generally, the wrapper will provide/ask to MoT Objects for each property is described in the XML configuration file. The values of the variables are obtained using the ICAS-MoT model and calculated by the ICAS-MoT Solver. As output Material Objects, the same variables should be described and returned together with the enthalpy of the stream.

The flowsheet shown in figure 7 illustrates a small part of the industrial production of methanol where this product is generated in the reactor by chemical reaction between carbon dioxide and hydrogen. The outstream of the reactor is composed of methanol, water (as the reaction products) and the reactants. This mixture is fed to a unit operation representing a membrane unit operation where pure methanol is obtained as the top and the mixture of the four compounds is located on the bottom. The top product is feed in the Generic CAPE-OPEN unit operation that is representing a DMFC unit operation and its mathematical model is generated and represented by ICAS-MoT file, producing a customized simulator/flowsheet for our process.

![Figure 7. Flowsheet in ProSimPlus including the CAPE-OPEN unit operation using an ICAS-MoT model.](image)

**Current and Future Work**

Further developments on the computer-aided multiscale product-process design framework will be carried out in terms of development of a friendly interface for users that are not so familiar with modelling tools. Work and data flows for process-product design implemented into de model-based framework. Case studies highlighting product-process design problems, including model generation and manipulation will be developed.
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Abstract
Modelling and simulation of a chemical process usually involve identifying the structure of the flowsheet representing the process, deriving model equations to represent each unit operation and solving the resulting total model equations according to one of various available simulation strategies. Recently, the group contribution (GC) concept used to represent a fraction of a molecule has been extended to represent a chemical process operation or a set of operations in a chemical process flowsheet. The core idea of this project is to develop simple, fast yet reliable methods for synthesis, design and analysis of various types of products and their corresponding processes related to the chemical, food and bio industries and extend the GC-concept to more complex process where enough systematic data may not always be found.

Introduction
Modelling and simulation of a process flowsheet usually involve identifying the structure of the flowsheet, deriving model equations to represent each operation, and solving the resulting total model equations according to one of various available simulation strategies. The flowsheet synthesis problem determines the type of operations and their sequence needed to achieve the conversion of raw materials to some specified set of products. The flowsheet design problem determines the optimal values for the conditions of operation and other operation/equipment related variables for the synthesized flowsheet. The flowsheet modelling, synthesis, and design problems are related since for generation and screening of alternatives, and for verification of the solutions of the synthesis/design problem, some flowsheet models are needed.

In contrast, a group-contribution (GC) based pure component property estimation of a molecule requires knowledge of the molecular structure and the groups needed to uniquely represent it. An example of such a method is the Marrero and Gani method [5] for pure component property estimation. The needed property is estimated from a set of a priori regressed contributions for the groups representing the molecule. Having the groups and their contributions together with a set of rules to combine the groups to represent any molecule therefore provides the possibility to predict properties of the molecule and/or a mixture of molecules. This also means that the reverse problem of property estimation, that is, the synthesis/design of molecules having desired properties can be solved by generating chemically feasible structures and testing for their properties. This reverse problem is also known as computer aided molecular design (CAMD) [2].

Any application of group contribution relies on availability of groups to describe the structure as well as tables giving the contributions of each group. Group contribution models are expressed as a linear combination of the group contributions of the groups:

\[ f(p, C) = \sum_{i=1}^{N} n_i \times a_i \]  

(1)

Where \( p \) is the property to be predicted, \( N \) the total number of distinct groups in the molecular structure, \( n_i \) the number of each group \( i \) in the molecular structure, \( a_i \) the contribution of group \( i \) to the property \( p \) and \( C \) a constant. The group contribution \( a_i \) and the \( C \) are regressed parameters from experimental data.

Group contribution methods (GC), which provide the basis for molecule and mixture design, can also be applied in process synthesis/design. Recently, the group concept has been extended to represent a chemical process operation or a set of operations in a chemical process flowsheet [1]. The main idea behind this...
The process-group concept

To illustrate the process-group concept consider the simple process for the separation of a mixture of three components A, B, and C, for the process shown in figure 1. According to the framework developed in earlier work [1], the feed mixture is represented by inlet process-groups (groups with one attachment), such as, \(iABC\). The end products (also groups with one attachment) are outlet process-groups, such as, \(oA\) (a pure product or a fraction ≥ 98%) or \(oBC\) (a mixture of products). An intermediate-product (groups with two or more attachments) is a product from one unit operation that serves as the inlet stream for another unit operation, such as, \((AB)\) or \((BC)\). From the list of available process-groups like \(iABCD\); \((A)(BC)\); \((B)(C)\); \(oA\); \(oB\), etc., a feasible flowsheet structure can be created as shown in figure 1, where the mixture of three components is separated into pure components through two separation operations \((A)(BC)\) and \((B)(C)\).

Figure 1: Simplified process-group flowsheet representation [1].

Having the process flowsheet represented by a set of process groups, the next step is to predict some characteristic properties of the flowsheets in order to identify the optimal flowsheet according to a performance criteria (energy consumption, environmental impact, etc). Recently a property model has been developed to predict the energy consumption of a unit operation (in this case, any distillation column with one feed stream and two product stream) given the process-groups representing the distillation column, the driving force (related to the key compounds), and the group contribution [1].

\[
E = \sum_{k=1}^{NG} \left( \frac{1 + p_i}{d_{ij}} a_k + A \right)
\]

Where, \(E\) is the energy consumption of the flowsheet (MJ/h), \(NG\) is the number of process-groups, \(d_{ij}\) the maximum driving force of the process group \(k\), \(a_k\) the contribution of the process-group \(k\), \(A\) a constant and \(p_i\), the topology factor.

The earlier work has established the process-group concept for distillation operations, mainly, providing rules for process-groups representation of flowsheets, a property model for separation process flowsheets, and a reverse-approach based method for flowsheet synthesis/design [1]. However, the method can be seen as an integrator since by adding new process-groups it is possible to simultaneously model, design, and synthesize products and processes that can produce them. Therefore, the scope and significance of this method is potentially very large, on one hand if a large and reliable set of process operations and atomic groups representing a wide range of process-product types can be developed, and on the other hand to develop more property models for the process groups and the representation of complex unit operations. This will require a good understanding of the processing steps involved in transforming the raw materials to a finished chemical (including bio and food) product; analysis of the behavior of the process under different conditions of operation (so that GC-based behavior models can be developed); collection, evaluation, and use of available product-process data to define the groups and to regress their contributions, and finally algorithms to synthesize, design and analyze molecular as well as process-flowsheet structures through the developed groups (using the CAMD technique).

Specific objectives

The main objective of this PhD project is to develop simple, fast yet reliable methods for synthesis, design and analysis of various types of products and their corresponding processes related to the chemical, food and bio industries using the GC-concept and extend it to synthesis, design and analysis of processes where enough data or information may not always be available.

The applicability of the developed methods and tools will be highlighted through a set of case studies from the food and bio industries, mainly. In particular as a first study case, the biorefinery concept for production of lactic acid, 1, 3-propanediol, succinic acid and ethanol,
is being studied in order to generate and test all possible sustainable design alternatives.

**Product-process analysis: biorefinery**

Considering the concept of biorefinery—a facility that integrates biomass conversion processes and equipment to produce chemicals, fuels and power—the four chemical products mentioned above can be identified from multiple products that are commonly attributed to a biorefinery. A biorefinery might, for instance, produce one or several low-volume, but high-value, chemical products and low-value, but high-volume products such as intermediate chemicals and/or liquid transportation fuel, while generating electricity and process heat for its own use. The high-value products enhance profitability while the high-volume products may also enhance the profitability by producing other high value chemicals in the product supply chain, or, as fuel to help meet the energy needs of the society and industry. Also, the power production reduces over-all production costs and avoids greenhouse-gas emissions. Based on this, four chemicals products (as listed in table 1) have been selected.

**Results and discussion**

The first step is to evaluate a base case design and define the targets for generation of more sustainable alternatives. Figure 2 shows a simplified version of the flowsheet for the conversion of corn as the raw material to produce the four chemicals listed in table 1. Figure 1 also shows the results of the mass balance based on the amount of products obtained per kilogram of corn and the amount of water used in the principle processing steps using collected data from open literature. Based on this mass balance and an added energy balance, a cost analysis for the four products biorefinery has been performed. The results are summarized in table 1. It can be noted that three high value products have an acceptable rate of return while the low value product is not economically feasible for the production rates listed in table 1. This means that the targets for more sustainable design alternatives should be focused on production of ethanol for this biorefinery. From figure 2 it can be seen that economic feasibility of the process for ethanol can be improved through higher product yields and/or more efficient product recovery.

**Table 1:** Cost analysis of four products biorefinery; (1) production rate, (2) profit, (3) payback-time, (4) sell price, (†) from corn, and (‡) from lignocellulose.

<table>
<thead>
<tr>
<th>Product</th>
<th>kg/h(†)</th>
<th>$/kg(‡)</th>
<th>yr(‡)</th>
<th>$/kg(‡)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lactic acid</td>
<td>1271.23</td>
<td>0.042</td>
<td>6</td>
<td>1.10</td>
</tr>
<tr>
<td>1,3-propandiol</td>
<td>1256.76</td>
<td>0.058</td>
<td>4.1</td>
<td>1.34</td>
</tr>
<tr>
<td>Succinic acid</td>
<td>1226.67</td>
<td>0.043</td>
<td>7.4</td>
<td>1.10</td>
</tr>
<tr>
<td>Ethanol¹</td>
<td>1135.25</td>
<td>0.019</td>
<td>11.6</td>
<td>0.75</td>
</tr>
<tr>
<td>Ethanol²</td>
<td>18857</td>
<td>-0.166</td>
<td>-</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Here also we can use the driving force concept [3] to investigate the different separation techniques. From figure 4 it can be seen that it is impossible to obtain anhydrous ethanol in a single distillation column (curve 1). Therefore, solvent-based or hybrid separation process are necessary. By solvent-based distillation using ethylene-glycol (curve 2) or ionic liquid (curve 4), it is possible to achieve the desired purity. Distillation followed by pervaporation (curves 1 and 3) is also a feasible separation process. A saving in overall heat duty of 24% can be achieved by using ionic liquid (curve 4) compared with the organic solvent-based...
separation which uses ethylene-glycol (curve 2) [4]. This can be very quickly verified through the driving force based process group contribution [1]. From table 1, it can be seen that the ethanol from lignocellulosic biomass has a negative profit value. However, with the ionic liquid based distillation process, an improvement to the profit (-0.099 $/kg) can be achieved. This however is still not enough to produce a positive profit, indicating there are costs related to pretreatment and water use that also need to be targeted.

Figure 4: Curves for driving force as a function of composition (curves 1-4) and as constants (curves 5-7) for ethanol-water mixture.

Conclusions
From the above analysis, it is clear that applying solvent-based liquid-liquid extraction for recovery of succinic acid and ionic liquid based ethanol purification will lead to lower operating costs without increasing the environmental impact. In addition, the use of resources would be improved through better and more efficient solvents. Thus, these alternatives will improve sustainability metrics related to waste, environmental impact and economics. The final optimal design, however, is not possible to obtain until the production rates for each of the four products are simultaneously optimized. Note that as listed in table 1, the production rate of ethanol is not particularly high, due to imposed constrains on the availability of biomass as the raw material.

The next step in the project will be to apply the GC-concept to identify the better alternatives for ethanol recovery. For example, among the feasible alternatives to achieve the target (ethanol with a concentration ≥ 99.5 wt %) solvent based azeotropic separation process group can be used, which represents the separation of an azeotropic mixture with a solvent. According to the property dependence of this process group, the solvent free maximum driving force between the two components to be separated should be within the driving force range of the solvent based azeotropic separation. This implies the availability of an adequate solvent for the separation of the mixture [1]. According to initialization procedure for this process group, two cases are possible. Both the binary mixture and the corresponding solvent are known and matching the property dependence or the binary mixture is matching the property dependence but a corresponding solvent is not known. For the first case, the solvent based separation process group is initialized with the binary mixture and the solvent to determine the energy index (eq. 2). For the second case, as no solvent is known, the following procedure is applied to find a matching solvent. First a database search is performed to look for a potential solvent. If no solvent is found, a CAMD problem formulation is setup with the targets being to match the solvent free driving force. If more than one potential solvent is found, some constraints can be imposed to select the best solvent. Finally, having identified the appropriate solvent, the process group is initialized as the first case. The work of this project is currently at this stage. However, as the analysis of the mixture shows the solvent based azeotropic separation is a feasible alternative but others feasible alternatives can also be generated.
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Abstract
Formic acid is a product of polyethylene glycol (PEG) degradation and it has been detected in PEG treated wooden archaeological objects. A procedure for isolating formic acid from such samples has been devised in order to measure its $^{14}$C content. This can reveal the origin of the formic acid since PEG and wood have different $^{14}$C signatures in this specific case. The recovery of in procedure is decent, and it is specific for formic acid. However, a $^{14}$C contamination is causing problems.

Introduction
It is normal to impregnate waterlogged wooden archaeological objects with polyethylene glycol (PEG) after salvage. This is done to prevent the wood from cracking and shrinking when dried. PEG has proven useful for this purpose many times, a few examples include the Vasa (SE), the Hjortspring boat (DK), the Batavia (AU), the Skuldelev ships (DK) and the Bremen cog (D), which are all PEG treated wooden shipwrecks on exhibition today. During re-conservation of the Hjortspring boat, indications that PEG had degraded in the wood were observed [1]. This caused concern that PEG degradation could be taking place in other objects that have received a similar impregnation. If this turns out to be the case, many important objects around the world will be affected.

It is well established that PEG itself degrades at highly elevated temperatures, in the presence of air [2-8]. At lower temperatures (70 °C) the oxidative degradation of tetraethylene glycol, a PEG model molecule, led to the formation of formic acid and formate esters of mono-, di-, tri-, and tetraethyleneglycols that were also produced during the degradation [9]. Thus formic acid and shortened PEG chains should be in the wood if PEG degradation takes place. Shortened PEG chains were observed in a sample from the Skuldelev 2 Viking ship using Matrix Assisted Laser Desorption Ionization-Time of Flight Mass Spectrometry (MALDI-ToF MS) [10]. The presence of formic acid in a large series of PEG impregnated wooden archaeological objects including the Vasa and the Skuldelev ships, were also established using Solid Phase Micro Extraction - Gas Chromatography Mass Spectrometry (SPME-GC MS). The samples contained a little less than 1 % formic acid by weight [11]. With this information it is our intention to devise a method that allows the distinction between formic acid produced by PEG degradation and formic acid produced naturally in archaeological wood. These ideas are based on the different $^{14}$C contents of PEG, which is $^{14}$C depleted, and formic acid from the wood components of the Vasa, which contains $^{14}$C.

Specific Objectives
It is the aim to characterize PEG and possible PEG degradation products in the Vasa and in other PEG treated artefacts using appropriate analytical techniques. Based on this information a method that can show if PEG degrades or not, should be devised. If degradation is taking place then ways of inhibiting the process should be investigated.

Results and Discussion
In order to measure the $^{14}$C content of formic acid in the Vasa, formic acid must be isolated. A procedure has been developed for this. An aqueous extract of the sample is prepared. The extract is vacuum distilled (VD1) at app. 0 °C, formic acid is collected at -196 °C. The distillate is passed through an anionexchange column (IE) to isolate formate. To remove the chemicals added in the ionexchange procedure a second vacuum distillation is performed (VD2). After this the formic acid is oxidized to carbon dioxide (OX) in a
specific reaction [12]. The carbon dioxide is collected for $^{14}$C measurement by Accelerator Mass Spectrometry (AMS).

Figure 1. Top: Black columns represent the recovery (average over three samples). The recovery is shown for the four steps in the purification; first vacuum distillation (VD1), ion exchange (IE), second vacuum distillation (VD2) and oxidation to CO$_2$ (OX), SPIKE is the name of the initial formic acid solutions. Bottom: blue columns (hatched) represent $^{13}$C molefractions in the purification steps (average over three samples). The standard deviation is shown as red columns.

As seen from figure 1 top, the recovery is close to 100% in the four steps (VD1, IE, VD2 and OX) when a solution of formic acid (called SPIKE) is processed. In the bottom of figure 1, another experiment is illustrated. The stable isotope D$^{13}$COONa was added to an aqueous extract of a Vasa sample, already containing natural H$^{12}$COOH. The $^{13}$C isotope was added in an amount equal to that of the $^{12}$C formic acid already present in the solution. The resulting solution (called SPIKE) was processed and the $^{13}$C molefraction measured after each step by GC MS. It is seen that this number changes very little over the purification steps. If compounds other than formic acid ended up in the purified sample as CO$_2$, it would be as $^{12}$CO$_2$ (the natural isotope) thus lowering the $^{13}$C molefraction. However this is not the case, it can thus be concluded that the procedure for isolating formic acid is specific for formic acid.

The first real sample from the Vasa has been processed. The $^{13}$C result from AMS measurement shows a much higher $^{13}$C level than possible with natural isotopes. This means that the laboratory facilities or the chemicals used in the purification process are contaminated with an artificial isotope, enriched in $^{14}$C. Current efforts focus on identifying the source of the $^{14}$C contamination, since no useful information can come from analysing contaminated samples.

Conclusions

A procedure for isolating formic acid from PEG treated archaeological wood has been devised in order to measure $^{13}$C in this formic acid. The recovery in the procedure is decent and it is specific for formic acid. However, a $^{14}$C contamination somewhere in the laboratory or chemicals used, is hampering the analysis.
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In-Situ Investigations of the Combustion in Large, Two-Stroke, Diesel Engines

Abstract
Due to restrictions on the emission levels from marine engines, MAN Diesel A/S is conducting thorough research in areas connected with combustion optimization and emission reduction. An important tool in the combustion investigations is numerical analysis of the various combustion phases, but a lack of reliable experimental data provides an obstacle in validation and optimization of the developed code. For years, various optical analysis methods have been applied for investigations of the combustion in smaller engines, but due to the more restricted access, extremely sooting combustion, and very high pressures, similar investigations have not been undertaken at larger engines under realistic combustion conditions.

This project considers optical in-situ investigations on a large, two-stroke Diesel engine. The aims of the investigations are to provide experimental data for the combustion under realistic running conditions and to use these data for validation and optimization of an existing CFD-code.

Introduction
Large, marine engines are responsible for approximately 2% of the total world fuel consumption, and many of these engines are two-stroke Diesel engines. Strong restrictions are expected to be imposed on the industry in near future, thereby forcing the leading engine manufactures to focus further on emission reduction and engine performance optimization in general.

The costs of performing physical tests on marine engines are very large, which makes numerical analysis a natural choice. Obviously, some tests are necessary for validation of the numerical codes, and the developments in optical methods within the areas of measurements of complex flows make these a natural choice. These methods have been used for several years in smaller engines, though the transient characters of the combustion and the large and fast variations in pressure and temperature have provided several challenges in the design of both optical accesses and experimental equipment.

Unfortunately, the results obtained on smaller engines cannot be scaled up to the conditions present in the larger engines. This is mainly due to large difference in both length and time scale of the engine processes and the use of different types of fuel.

Specific Objectives
The aim of the present Industrial Ph.D.- project is to develop an optical access to the Test Diesel engine located in the Test Centre at MAN Diesel A/S in Copenhagen, and with this to provide experimental data from the Diesel combustion for validation and optimization of the in-house developed numerical models.

As opposed to many of the investigations undertaken so far, this project focuses on in-situ measurements under realistic conditions, thereby enabling validations of local character for actual marine engines.

Diesel combustion and light emission
The combustion cycle in a two-stroke, marine Diesel engine is complex and consists of several different stages. The following paragraph will give a very short introduction to these, in order to demonstrate the many different aspects of the Diesel combustion.

During the compression of the last parts of the scavenging air from the former cycle, the Diesel fuel is sprayed into the combustion chamber at a high pressure. Subsequent further compression and swirling motion of the scavenging air ensures that fuel and oxygen is mixed which causes the ignition processes to proceed. The fuel and air mixture often ignites several different places in the combustion chamber more or less at the
same time, and spreads quite fast to the remaining parts. During this premixed, turbulent combustion, more fuel is still being injected into the combustion chamber. The vaporized parts of this spray now ignite, causing a turbulent, non-premixed, diffusion flame. When the injection is stopped, the last parts of the spray is mixed with air and finally burned out. Subsequent scavenging with air removes the combustion gases from the cylinder.

The dynamic and complex manner of the Diesel combustion illustrates the troubles encountered when trying to either control the formation of unwanted components or describing it numerically. It also emphasizes the possible shortcomings of the data obtained from simplified laboratory equipment or ideal reference fuels, and hence confirms the need for reliable data recorded at real engines under realistic conditions.

**Optical investigations in engines**

The predominant method for optical investigations of the combustion in engines is by use of a special designed laboratory 1-cylinder engine constructed with large parts of the cylinder walls made of a transparent material. Due to the very large heat stresses in the larger engines, this approach is impossible. Alternatively, an endoscope can be used for looking into a more limited space of the engine. Using endoscopy enables using all ready existing openings in the engine, but also limits the view of the combustion chamber, when comparing to ideal laboratory cylinders. This can though partially be solved by the wide range of industrial endoscopes available today, allowing for various directions and angles of view. Further, using existing openings, the modifications of the engine from the standard set-up are minimized, thereby providing experimental data obtained under as realistic conditions as possible. Due to the large air excess values, the final engine out emissions of soot in heavy marine engines is quite low, especially when comparing to smaller Diesel engines. During the diffusion limited combustion, the conditions though favour an intense soot production, thereby providing considerable amounts of light enabling optical investigations without external light sources. Also other light emissions from the other combustion reactions might be of interest, for example those leading to ignition of the fuel. With the increased focus on the formation of pollutants on combustion, the chemistry of all of the reactions going on during a combustion cycle are being investigated, in order to understand the complicated interactions between fuel spray, gas phase components and the turbulent environment in the cylinder.

Production of components like OH-radicals, formaldehyde and C₃H₂ can be investigated by combining spectroscopic techniques with the developed optical accesses. These components are of specific importance when looking into the chemical reactions between the vaporised fuel and air, leading to the auto ignition of the fuel. Further, the position of OH-radicals in the combustion chamber gives valuable information on the spread of the turbulent Diesel diffusion flame [1, 2, 3 and 4].

There are though a number of practical concerns to take into account, mainly due to the severe soot luminosity, which is many orders of magnitude larger than the chemiluminescence of these minor species.

**Experimental set-up**

The investigations are undertaken at the MAN Diesel Test engine in Copenhagen. This is a real engine run under realistic conditions, but also heavily equipped for various experiments. In Table 1, a few data for the test engine can be found.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine type</td>
<td>Diesel, 2-stoke</td>
</tr>
<tr>
<td>No. of cylinders</td>
<td>4</td>
</tr>
<tr>
<td>Cylinder diam. [cm]</td>
<td>50</td>
</tr>
<tr>
<td>Stroke [cm]</td>
<td>220</td>
</tr>
<tr>
<td>Power [MW]</td>
<td>~ 8</td>
</tr>
<tr>
<td>Power [hp]</td>
<td>~ 10,000</td>
</tr>
<tr>
<td>Max. speed [rpm]</td>
<td>123</td>
</tr>
<tr>
<td>Max. gas temp. [°C]</td>
<td>~ 2400</td>
</tr>
<tr>
<td>Max pressure [bar]</td>
<td>~ 190</td>
</tr>
<tr>
<td>Air excess ratio [-]</td>
<td>~ 2</td>
</tr>
</tbody>
</table>

Simply establishing a useful and reliable optical access to an engine like this is rather troublesome, due to the very harsh environment inside the engine cylinder during the combustion cycle. Challenges includes the fast, swirling flame, the high pressures, high temperatures, heavily sooting combustion, harsh chemical environment (caused by the heavy fuel oil), turbulence and large temporal and spatial gradients in many of the factors of interest. Further, having to work with a real engine and trying to keep the modifications of the engine to a minimum induces stringent limitations on the possibilities for optical access. It has hence been determined to use existing openings in a manner that still allows for running the engine under realistic conditions. This means using valves which normally has another function, and inserting a window in the part that penetrates into the combustion chamber. Obviously, these valves will not be able to perform their normal function during operation, so selection must be made carefully.

Two different accesses have been developed to permit optical investigations of the combustion scenarios in the 4T50ME-X test engine at MAN Diesel in Copenhagen. One uses existing openings for fuel injection (fuel dummy valve) and the other type uses the entrance for the starting air (air dummy valve). An example of the position of the two types of dummy valves can be seen in Figure 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engine type</td>
<td>Diesel, 2-stoke</td>
</tr>
<tr>
<td>No. of cylinders</td>
<td>4</td>
</tr>
<tr>
<td>Cylinder diam. [cm]</td>
<td>50</td>
</tr>
<tr>
<td>Stroke [cm]</td>
<td>220</td>
</tr>
<tr>
<td>Power [MW]</td>
<td>~ 8</td>
</tr>
<tr>
<td>Power [hp]</td>
<td>~ 10,000</td>
</tr>
<tr>
<td>Max. speed [rpm]</td>
<td>123</td>
</tr>
<tr>
<td>Max. gas temp. [°C]</td>
<td>~ 2400</td>
</tr>
<tr>
<td>Max pressure [bar]</td>
<td>~ 190</td>
</tr>
<tr>
<td>Air excess ratio [-]</td>
<td>~ 2</td>
</tr>
</tbody>
</table>
Figure 1: Sketch of the positions of the two original valves in the engine cylinder. The two optical accesses are based on equipping dummy valves with a sapphire window in the bottom, thereby giving visual access to the inside of the cylinder during combustion.

It should be noted that the test engine has a total of 4 fuel injection valves (three which cannot be seen in Figure 1), but only uses two or three when running under normal conditions. This means that a variety of different viewing positions are possible, without modifying the combustion conditions.

Results and discussion
With the objectives of the project in mind, the results of the project also include the entire development of the optical accesses to the test engine.

The mounting of the sapphire window in the dummy valve has taken some effort. Tests of several different designs have clearly revealed that the sapphire window is exposed directly to the Diesel flames, and the extend of the influence from this on the materials.
It has proven significantly troublesome to be able to mount the sapphire windows in a way, which fulfils all demands for views into the combustion chamber without cracking the sapphire. Sapphire is a very brittle material, but still regarded the most suitable for the application, as it has a very high resistance against thermal and chemical attacks, and, most important, is one of the world’s hardest materials, thus making it tolerant to the very high pressures in the combustion chamber.
When the sapphire is mounted too loose, it will be blown out by the massive pressure in the combustion chamber. Oppositely, a too fierce mounting will cause internal stresses in the material, eventually leading to cracks. This was especially observed in connection with large temperature gradients across the window thickness. Unfortunately, large temperature variations are unavoidable, both because internal cooling is needed for protection of equipment inside the valve, but also because the entire tip of the valve is subject to uneven heating from the Diesel combustion.

Through tests of a number of prototypes, a method with a mechanical fastening of the window has been developed an proved functional.

In the following, the two different optical accesses developed so far will be presented, along with some of the initial experiences gained from these.

Fuel dummy valve
One of the developed optical accesses use a dummy fuel valve (a fuel atomizer) with a small sapphire window and one or more optical fibres connected to a photo multiplier.

The advantage of this equipment is its simplicity, along with the fact that the test engine has four different positions for fuel atomisers, thereby potentially giving view to several different parts of the combustion chamber.

The drawbacks include the limitations in both the view of the optical fibre and the quality of data obtainable with a single optical fibre. Further, the positions of the fuel valves is the test engines causes the sapphire window to be rather exposed to both fuel spray and the diffusion flame, thereby inducing need for a robust mounting of the sapphire window in order to avoid cracks.

Soot luminosity tests with fuel dummy valve
The developed fuel dummy has initially been used for ignition delay measurements and cycle-to-cycle variations in the soot luminosity.

Soot particles at the temperatures encountered during the Diesel combustion will emit light at wavelengths from the UV through the visible regime, and it is reported that soot is formed almost immediately after onset of the combustion [1]. Registration of light from the combustion chamber has therefore been assumed reliable as a qualitative representation of the combustion ignition, and especially for comparing cycle-to-cycle behaviour of the emitted light of for example 100 cycles, sees Figure 2.

Figure 2: Example of light signal from soot emission, recorded with an optical fiber through a dummy fuel injection valve equipped with a sapphire window. The light signal is given in arbitrary units as a function of number of crank angles after top dead centre (ATDC).
Signals were collected over 100 combustion cycles with the test engine running at maximum load.

The data have been collected over 100 combustion cycles with a 1 mm diameter quartz fibre. The head of the fibre has been polished to collect light from as large an angle of view as possible (approx. 30° around the centre line of sight). Before entering the photo multiplier, the light is filtered with a UV-filter, in order to both protect the equipment from the very intense radiation and to focus on the wavelengths dominating the ignition of the fuel, i.e. emission from for example OH-radicals.

It can be noted that the initiation of the light signal is rather constant, and good overall qualitative agreement between the light emission behaviour in each cycle can be observed.

Future aspects includes IR-fibre optic investigations and usage of special filters to separate few wave lengths characteristic for given components, or possibly applying a spectrometer.

Air dummy valve
The second optical access is through the larger air valve, also with a sapphire window mounted. The design of the larger optical access is based on the experiences gained from the smaller fuel dummy, and is at the final development stages.

As the engine can be started with starting air valves in just three of the four cylinders, using this for optical access will mean a minimum of modification of the engine and thus provide data of very realistic character.

A model of the dummy starting air valve can be seen in Figure 3.

Figure 3: Sketch of the dummy valve to be used in stead of the starting air valve shown in Figure 1. The lower part of the dummy valve will be sticking into the combustion chamber, with the sapphire wondow directed toward the cylinder centre.

The two dummy valves mainly differ in size, as the air dummy valve has room for more equipment, like an endoscope. Having more room also allows for a larger window, thereby enabling detection of less intense light sources. Finally, having an opening large enough for endoscopy and usage of a camera naturally also gives the opportunity for 2-dimensional imaging of the combustion scenario. Future possible applications also includes 2D-IR-imaging with a high speed infra red camera. Natural IR-emissions of components like CO, CO₂ and H₂O can give valuable information on the extend of combustion and efficiency of the scavenging processes.

As can be seen, the window is positioned on the side of the valve, which will allow for views into the centre of the combustion chamber. This differs from the 0° directionality often applied in other optical accessible engines, simply providing a view of the top of the piston. The 70° directionality integrated in this dummy valve is meant to give important observations on for example the nature of the Diesel auto ignition and the flame spread.

The inside of the dummy air valve have been carefully designed to allow room for an endoscope with a corresponding 70° directionality, along with filters, means of mounting both endoscope and camera securely and finally cooling air.

Initial functionality tests are planned to be undertaken in December 2007.
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Analysis of the Physical Chemistry of the CatLiq® Process

Abstract
With increased focus on CO₂ emissions from fossil fuels the interest in biofuels has increased in the last decade. The CatLiq® process is a method for catalytic conversion of biomass to biofuel such as biodiesel. It is intended to optimize the process to achieve a standard conforming bio-crude oil product, but also modeling of the process is a main focus. To model the process both thermodynamics as well as experimental work is required to achieve a thorough understanding of the process and effect of parameters.

Introduction
There are several methods for conversion of biomass today, the most notable being hydrothermal upgrading, supercritical water gasification and transesterification [1] [2]. The CatLiq® technology is an alternative to these types of biomass conversion and the focus of this industrial Ph.D. project.

The CatLiq® technology is a 2nd generation technology for production of biofuels from a biomass feedstock. The process can basically be described with 2 steps, one is a catalytic conversion of the biomass feedstock, and the second a separation step where the various components of the product stream are separated into several groups. This is illustrated in figure 1.

![Fig. 1. Principle of the CatLiq® process.](image)

The process operates at near-critical conditions in aqueous solution. During processing both heterogeneous and homogeneous catalysts are utilized to achieve conversion.

Specific Objectives
The specific objectives of the Ph.D. study may be summarized as the following points.

- Development of thermodynamic models
- Analysis of experimental results
- Fitting of parameters to the models
- Development of statistical models for the process

There will be made two thermodynamic models, one focusing on determining whether or not salts will precipitate at process conditions, while the other will be a multiphase flash routine to determine phase separations and composition. Due to the complex nature of the feedstock as well as product stream these will be modeled using a lumping method. This means that instead of the individual components groups of components will be modeled by use of a pseudo-component.

The model for precipitation of salts will be based on the extended Debye-Hückel equation which is given as equation 1.

\[
\ln \gamma_i^m = \ln x_w - Z_i^2 \frac{A l^{0.5}}{1 + B a^{0.5}}
\]

With
- \( \gamma_i^m \): molal activity coefficient of species i,
- \( x_w \): mole fraction of water
- \( Z_i \): charge of species i
- \( A \): temperature and pressure dependent factor
- \( I \): ionic strength
- \( B \): factor normally set to 1.5 in most cases.
The multiphase flash routine will be based on cubic equations of state such as Soave-Redlich-Kwong or Peng-Robinson. The reason to use a cubic equation of state and not more advanced equations of state such as Statistical Associating Fluid Theory, which has been shown by Feng et. al. [3][4] to work for high temperature and high pressure conversion processes, is that the complexity of the feed and product streams will require very extensive parameter estimation from experimental data. The objective of this model is to give an estimate of the number of phases and the composition of these phases to use in process control/design.

The parameters has to be fitted to experimental data, which will be collected from a pilot scale plant to ensure that the data are as consistent with actual process conditions as possible. To use data from a pilot scale plant compared to doing experimental work on a laboratory scale is that the issues of scaling are removed as there would most likely be some differences between a laboratory setup and the actual process plant.

Besides the thermodynamic models statistical models will be developed to describe the effect of process parameters on the product. These models will form a basis for optimization tools to be used for process control.

**Results and Discussion**

Currently the thermodynamic models are being developed and the model for precipitation to be evaluated against data from literature in the coming period. To acquire experimental VLE data from the pilot scale plant some modifications are necessary which means that the models will not be tested against this type of data until such modifications have been made.

Still as the plant is operational the product streams can be analyzed to determine the major components of the streams, which is to be used when determining the pseudo-components to be used in the multiphase flash routine.

**Conclusions**

The CatLiq® technology is a 2\textsuperscript{nd} generation technology for conversion of biomass into biofuels. This Ph.D. project is focused on modeling the process to obtain tools for process design and control.

Currently models are being developed for determination of precipitation of salts during processing as well as a multiphase flash routine to determine the number of and composition of phases during processing. The routines are based on the extended Debye-Hückel and cubic equations of state respectively.

Once completed the models will be fitted with to data obtained from a pilot scale process plant. The feed and product streams analyzed to be used for lumping the streams into a composition of pseudo-components.
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Abstract
Carbon dioxide injection is a widely used EOR (Enhanced Oil Recovery) method. During the injection of carbon dioxide into reservoir at the MMP (Minimum Miscible Pressure), it will become miscible with original oil. The compositional simulation including the reaction between carbon dioxide and carbonate matrix will also be investigated. The experiments will be conducted with CT scanner and ROP flooding rig under high temperature and high pressure conditions.

Introduction
Today’s largest global challenges are climate changes and security of energy supply. With its efficient power plants located near the coast and the North Sea, Denmark has a unique position to enable the development of methods to combine the utilization of CO2 with enhanced oil recovery (EOR). This project is a part of the main project, “Enhanced Oil Recovery through CO2 utilization” which is to ensure the build-up of knowledge within EOR in Denmark.

During laboratory and field studies, several problems become significantly important. The thermodynamic equilibrium under the circumstance of chemical reaction and the appearance of different ions in the saline water has a direct relationship with the prediction of various parameters in the oil production. The relative permeability between different phases could influence the breakthrough time of different zones, and further the longevity and cost of the whole project. The reaction between carbon dioxide and carbonate matrix will change the porosity and permeability of rock matrix, and further influence the injectivity, and finally limit the longevity of the whole project.

The numerical method and algorithm varies with the different dimensions and the complexity of the model, which has significant influence on the robustness, efficiency and accuracy of the model.

The aim of this project is to investigate problems induced by carbon dioxide injection. The current research is focused on the experimental and modeling work.

Process description
The injection of CO2 into a petroleum reservoir will result in either a miscible or immiscible displacement. If under the prevailing reservoir temperature and pressure, the injected gas is miscible with the reservoir fluid in all proportions, this type of displacement is called first – contact miscible (FCM)1. If the injected gas is enriched enough to be completely miscible with reservoir fluid at the front, this kind of displacement is referred as multicontact miscible flood (MCM)1. The last type of displacement is in which phases at the gas-oil front can not be miscible. Because the first two kinds of displacement finally achieve similar high recovery efficiency, the MMP has become an important optimization parameter in CO2 injection.

Experimental Work
The experimental work is mainly conducted with CT scanner (figure 1) and ROP rig (figure 3) in IVC-SEP. In the oil industry, x-ray computed tomography (CT) has been accepted as a routine core analysis tool and mainly used to fundamental studies and recovery mechanisms, like desaturation studies, improved recovery, hydrated studies, recovery of viscous oil, formation damage studies, acid treatment and stimulation2. The saturation distribution of different phases during or after the flooding can be calculated based on the images from CT scanning.
In the recent experiment, three phases flooding in chalk sample is conducted by using CO₂, doped isopar-L and doped water under medium pressure, 6.5Mpa and room temperature 37°C. In figure 2, core is initially saturated with oil and water, and then the water flooding begins to replace oil. The CT images at the same position gradually become lighter as time passes by, which indicates the water saturation is increasing. With proper analysis of those images, water front and its distribution can be captured.

With the analysis of CT images and mass conservation calculation, the experimental results indicate that the three phase experiments with two doped phases are difficult and complex and need further attentions.

ROP flooding rig is an effective tool for the measurement of multiphase permeability. As in figure 3, the most important and sensitive part of the equipment is the three phase optical separator, which can separate three phases under medium pressure up to 11.5Mpa.

The test experiment with ROP rig reveals that the regulation of gas/oil interface and oil/water interface in the separator is crucial to the success of experiments.

**Modeling work**

The chemical reactions and multiphase flow in CO₂ flooding are considered in the model, which will be updated step by step.

For a carbonate system the kinetically controlled reactions is:\(^3\):

\[
H_2O + CO_2 + CaCO_3 \rightarrow Ca(HCO_3)_2
\]

The reaction can change the porosity and permeability at the same time, and correspondingly the mechanical properties of the whole reservoir. The change is complex due to its dependence on rock type and the injection scheme. Suitable amount of icons and reactions will be chosen based on the time scale of the whole process and their individual importance.

Multiphase flow in CO₂ flooding could contain four phases, gas, two liquid hydrocarbon phases, and water. The importance of the second liquid hydrocarbon phase is still not fully clear, as mentioned many literatures\(^4,5,6\). This mechanism will be considered in the model.

At current stage, one dimension model has been proposed and in updating.

**Future Work**

Future research will be focused on multiphase flow and chemical reaction in carbonate reservoir. Flooding experiment will be mainly conducted under high pressure and high temperature conditions with CT scanner. Numerical simulation will mainly focus on the chemical reaction and the multiphase flow below and above MMP.
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Test of Starch-types for Enzyme-Mediated Controlled Release of Hydrogen Peroxide for Antifouling Purposes in Marine Coatings

Abstract
Enzyme-mediated antifouling based on the in-situ conversion of precursor compounds may be restricted by the applicability of the precursor compounds in the antifouling coatings. This paper evaluates several different starch types originating from corn, rice and tapioca. The evaluation is aimed at identifying the best compatible starch-type for indirect antifouling coatings. The evaluation is based on measures of oil-absorption, content of water soluble material, particle size distribution and coating characteristics of starch containing coatings. Corn and tapioca type starches are shown to be the most promising for antifouling purposes. This is due to a lower content of water soluble material, a higher potential of starch loading in the coating, and better coating performance of corn and tapioca starch-containing coatings.

Introduction
The accumulation of polymers and living species (i.e. fouling) on seawater-immersed constructions causes several problems for the structures. On ship hulls, increased fuel consumption due to higher drag resistance is the major concern. Compensating fuel consumption means a higher emission of greenhouse gasses, and an increase in expenditure for shipping. Ship hull fouling has been fought for thousands of years, and the means, with which antifouling has been undertaken, have been plentiful and diverse [1]. Recently environmental considerations forced paint manufacturers to discard the more toxic of the compounds utilized. The primary substitute, cuprous oxide has a long residence time in seawater, and is therefore prone to bioaccumulation. In the near future, antifouling coatings based on controlled release of short-lived antifouling agents are likely to be introduced [3].

Enzymes are, in general, easily degradable proteins; they can therefore, presumably, be added to antifouling paints without harmful environmental consequences. Generally enzymes can be applied as antifouling agents in two differing ways. They can be used directly, meaning that the enzymes are used as a substitute to biocides; or they can be applied indirectly, which covers the use of enzymes for biocide generation in-situ in the coating [3].

Hydrogen peroxide is reported to have inhibiting effect on fouling organisms [Error! Reference source not found.]. Its lifetime in seawater is however short, as it decompose to water and oxygen. The instability and high seawater solubility makes it virtually inapplicable in antifouling coatings as a common biocide. However, several enzymatic reactions produce hydrogen peroxide, and a controlled release of hydrogen peroxide from antifouling coatings can therefore be controlled by enzymes catalyzing the reactions of a precursor compound into the peroxide. An enzyme system releasing hydrogen peroxide from starch has been described [2]. The system contains two enzymes that turn starch via glucose into hydrogen peroxide and gluconolactone, as shown in Figure 1. The enzymes and substrates may be enclosed in the same capsules as illustrated in Figure 1, or they may be separately acting on their substrates as they pass by on the way from the water insoluble starch through the water containing part of the coating and into seawater.
Figure 1: Illustration of the enzyme reactions involved in the release of hydrogen peroxide from within the marine coatings.

The precursor compound cannot be glucose due to too high water solubility [5]. Instead, the water insoluble starch is applied. In order to ensure a high release of active ingredient throughout the life time of the coating, starch must constitute a fair percentage of the coating. It is therefore very important that the starch is compatible with the other paint constituents.

Starch is a well-known biochemical compound that can be harvested from several sources [6]. Starches differ in grain size and degree of branching as well as content of crystalline and amorphous starch according to origin [7]. This paper describes the investigations carried out in order to determine the applicability of 13 different starch types as precursor-compounds in an antifouling coating.

Starch-types

13 different starch types were gathered from different producers. The starch types and some of their characteristics are provided in Table 1. The main difference between the starches is believed to be the origin. Starch from rice, corn, and tapioca is considered in this paper.

Table 1: The origin and modification of the starch types tested in this paper. Waxy refer to amyllopectin-based starch. Some of the starch-types have been cross-linked or stabilized by additives. This can be seen in the last column of the table.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Source</th>
<th>cross-link/stabilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>Rice</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>Rice</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>Rice</td>
<td>x-link/ acetate</td>
</tr>
<tr>
<td>R4</td>
<td>Rice</td>
<td></td>
</tr>
<tr>
<td>R5</td>
<td>Waxy rice</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>Corn</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>Corn</td>
<td>Adipate/ -</td>
</tr>
<tr>
<td>C3</td>
<td>Corn</td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td>Waxy corn</td>
<td>Phosphate/ -</td>
</tr>
<tr>
<td>C5</td>
<td>Waxy corn</td>
<td>Phosphate/ -</td>
</tr>
<tr>
<td>C6</td>
<td>Waxy corn</td>
<td>Adipate/ acetate</td>
</tr>
<tr>
<td>C7</td>
<td>Waxy corn</td>
<td>(cationic)</td>
</tr>
<tr>
<td>T1</td>
<td>Tapioca</td>
<td>Phosphate/ acetate</td>
</tr>
</tbody>
</table>

Measurements and results

In total 4 different parameters were used to evaluate paint compatibility of the starches. These were particle size distribution (PSD), content of soluble material, oil absorption/critical pigment volume concentration and water uptake of formulated coatings.

Particle size distribution

Figure 2 shows the particle size distribution of the different starch-types applied in this evaluation. It can be seen, that the particle size is generally dependent on the starch-source. Whereas rice starch granules are considerably smaller than corn-type starches (when disregarding agglomerates), the tested tapioca-type starch resembles corn-type starches greatly in terms of particle size distribution.

Figure 2: Particle size distributions of the different starch types suspended in water. Corn-type starches are kept in blue colors, rice-type starches are brown and reddish, and tapioca starch is green.
In the paint industry, pigment-particle size should be as small as possible. The larger particles of the rice starch can be assigned to agglomeration; the tendency to agglomerate depends on the propellant of the slurry. Agglomeration does therefore not necessarily occur in solvent based paints. However, prepared coatings containing the different starch types showed a distinctly different topography, which can be seen from Figure 3.

![Figure 3: Comparison of roughness of tapioca-based starch (left) and rice based starch (right) in formulated coatings.](image)

Though the agglomerates may be broken during paint production by increasing the shear during grinding, this procedure may be time consuming and reversible.

**Soluble fraction of starch**

The content of soluble material of the starches was estimated gravimetrically. A slurry of the starches and demineralised water was made, and then centrifuged for five minutes at 150,000 rpm, and the dry matter content of a few milliliters of supernatant was established gravimetrically. Figure 4 shows the results of the measurements.

![Figure 4: The content of water soluble material in the starch types. The bars indicate the 95% significance interval.](image)

The results provided in Figure 4 are not necessarily the soluble fraction of the starch. The term non-centrifugable content is regarded as more suitable, however, it is believed that the difference in this case is as well little, as of little significance. From Figure 4 it can be seen that all the “small-grained” rice types and the cationic corn-type starch have a considerable amount of water-soluble material.

**Oil absorption**

Oil absorption is a measure of the compatibility of a given pigment in a paint system. The oil absorption is measured by adding oil to a known amount of substrate. The amount of oil required to achieve a pasty material can be converted to the volume of voids between the pigments and thus the maximum of pigment contained in a coating of normal characteristics. Figure 5 shows the critical pigment volume concentration (cPVC) of the starch-types tested. The cPVC is calculated from oil absorption measurements.

![Figure 5: The critical pigment volume concentration of the starch-types tested. The values have been determined based on measurements of oil absorption.](image)

**Water uptake of starch coatings**

Structural integrity and stability of a formulated antifouling coating immersed in seawater can be estimated by establishing the water uptake of the starch containing coating in the laboratory. If the coating takes up a high amount of water, the general coating properties of the coating may be limiting. The (artificial) sea water uptake of several starch-containing coatings has been monitored gravimetrically over several weeks. The results are presented in Figure 6.

![Figure 6: Gravimetrically determined water uptake of starch containing coatings during two months immersion in artificial seawater at room temperature.](image)
In Figure 6, four regimes can be identified. The bottom regime with the lowest water uptake covers the reference coatings and the uncoated panel. The lowest intermediate regime covers the starch types C1, C2, R2 and T1. The two regimes taking up the most water contain the remaining starch types, which is primarily rice-type starches.

Discussion

Based on the tests presented above, the best starch-type for enzyme-mediated release of hydrogen peroxide may be identified.

The particle size distribution should preferably be as low as possible. However, the tendency to agglomerate is another concern that must be taken. The agglomerates may be dispersed during paint production, but high shear force may be needed, and the process is reversible. Therefore, the mono-disperse distribution of corn and tapioca - type starches is preferred.

Considering the measurements of oil absorption, the higher critical PVC the more starch can be loaded into the paint and the higher release rate of hydrogen peroxide or the longer service life of the coating can be achieved, without loss of strength and other general film properties. Looking at Figure 5, we can see that the corn starches C1, C2 and the Tapioca starch have critical PVC values that are more than 10 volume percent above the rice-type starches. However, measurements of oil absorption are concerned with a fair degree of uncertainty, and to calculate the critical PVC, one must extrapolate from linoleic oil to the binder system. Therefore, the results provided in Figure 5 should only be used to identify a slight tendency that corn starch has a higher critical PVC value. The values should be considered uncertain.

It is not surprising the starch-types containing stabilizing agents that contains the most water soluble material. However, there is a clear tendency towards the smaller rice granules also containing oligo-saccharides short enough to contribute to the non-centrifugable content of the starch.

Furthermore, it should come as no surprise, that there is a strong correspondence between the starch-types of high water-soluble content and the coatings taking up the most water.

Formulated coating of the starches take up a considerable amount of water compared to the commercial reference coating. This can be ascribed to the hydrophilic nature of the pigment. However, the starches, C1, C2, R2 and T1 take up considerably less water than the remaining starch-types. Corn-type starches are therefore also preferred based on the water uptake of formulated coatings.

Conclusion

When comparing the performance of the starch-types tested, the best performing are originating from corn or tapioca. More specifically the corn type starches C1 and C2 and the Tapioca starch T1 are believed to be most compatible with antifouling coatings, based on the four measurements provided in this paper.
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On the Microstructure of High-Performance Polymer Materials

Abstract
This research aims to provide an uncompromising and authoritative methodology to the determination of the nanostructure of high-performance polymer materials. Much of this research is based upon methods derived in the era before computational power was readily available, and thus aims to concatenate the most valid relationships and update them where required. This methodology will be utilized to characterize high-performance aramid yarns, whilst varying many environmental conditions.

Introduction
High performance polymers, such as the aramid yarn used for example in bulletproof vests, competition sails and as asbestos replacement, are by definition unparalleled in their physical characteristics. These yarns, as the main focus of this research, have been investigated in detail since their appearance in the marketplace approximately 30 years ago. The crystal structure of the polymer material has been characterized, as well as a great number of physical properties such as tensile strength and phase diagrams. However, only a few attempts have been made with respect to the determination of the microstructure of the yarn, i.e. structural elements with sizes bigger than what can be observed by crystallography, but smaller than the optical limit. Especially the micropore structure, with structural elements (micropores) in the range of 1-100 nanometers, is a less well known area [1].

The main technique to investigate such microscale structures, is Small-Angle X-ray Scattering (SAXS). This is the only technique that can determine such structural elements (henceforth referred to as contrasting objects when associated with SAXS) without destructive sample preparation, and above all, resulting in average parameters, valid over the entire irradiated area [2]. These values are much more representative for the entire yarn, when compared to techniques of the microscopic kind, for microscopic techniques can only scrutinize small cross-sections of material at once. Naturally, techniques such as Transmission Electron Microscopy (TEM) and Scanning Probe Microscopy (SPM) will nevertheless be employed to provide visual cues to data measured with techniques such as SAXS. Furthermore Wide-Angle X-ray Scattering (WAXS) and absorption studies can be used to provide additional data [3].

The trouble with SAXS
The advantages with SAXS are offset by the complexity of the data analysis procedure. The obtained data (scattering pattern) is, mathematically speaking, a (auto-convoluted) Fourier transform of the electron density. Not only that, but due to physical limitations, only a slice of the actual 3D transform is obtained, and due to detector limitations, only a subset of the data in that slice is available.

The result of all this is that the obtained data no longer has a unique solution in the real-space world (as opposed to the Fourier transformed world), and back-transformation of the data results in non-unique solutions. Therefore, the most common means to obtain meaningful data is to fit the data to a model function describing the Fourier transform of an idealized structure. This raises the question of how to validate said methods and whether the models on which they are based are a good representation of the contrasting objects they purport to portray.

Designing a new fitting model
In order to obtain more physically meaningful parameters from the obtained SAXS patterns, a scattering function (for data fitting purposes) was developed that is in line with our initial guess as to the structure of the contrasting objects. Our initial guess assumes a system of cylindrical scattering elements. The
cylinders are shaped by radius according to a certain
radial distribution (e.g. lognormal) and (mis-)aligned
along the fibre axis according to another distribution.
The cylinders are of finite length. A scattering function
was made that describes this system.

For testing the validity of said scattering function
(see also Figure 1), simulation software was developed
that can generate a system of cylinders bound by a
certain volume. From this set of simulated cylinders, a
simulated scattering pattern can be generated.

The thus obtained scattering pattern can be fit using
our previously developed scattering function. In this
manner, the scattering function can be tested against a
system for which it was designed. Parameters obtained
from the data fit can then be compared to the parameters
that went into the simulation. Agreement between those
two indicate that the scattering function can be used to
fit similar systems.

The current state of affairs

Today, the scattering function has been developed,
and programmed into MATLAB. Since it contains a few
numerical integrations, one iteration step lasts about ten
seconds on a standard desktop.

The simulation software has been written and tested
to produce scattering patterns of systems of cylindrical
contrasting objects. Computing the average scattering
pattern of a system with one set of parameters, takes
approximately three to four hours on a standard desktop.

Thus, a range of simulated scattering patterns are
now available (e.g. Figure 2), and tests are underway to
validate the scattering function. Initial results indicate
that adjustments to the scattering function are required
before a solid match is obtained between the simulation
parameters and the resulting fitting parameters.

Future

In the near future, further focus will be put on the
validation of the fitting models, besides which separate
data analysis methods will be investigated as well.
Synchrotron measurements have provided a wealth of
high-intensity measured SAXS patterns to ease the
fitting process. All the information together should
allow for an authoritative view of the nano-structure to
be constructed.

Collaborations

Teijin Twaron, manufacturer of the high-
performance materials and co-contributor to the project,
will collaborate extensively with this project. Amongst
others, they will provide the phenomenological
parameters measured at their own research lab, crucial
for making the structure-property relationships.
Furthermore, the company will supply custom yarns to
the project.

Knowledge on the DTU, KU and Risø side, will be
combined with the knowledge on the Teijin Twaron
side, resulting in unparalleled science.

For introduction of 2D fits to the research
community, a collaboration has been initiated with
Karsten Joensen of JJ-Xray. The free Matlab program
developed as a result of this collaboration shall include
a GUI-like approach to 2D data fitting.
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Figure 1: Method for validating model fitting functions using simulated scattering patterns of known physical
structure

Figure 2: A simulated scattering pattern of a system
of cylinders (main) compares well to measured
SAXS data of a fibre sample (inset)
Application of Fly Ash from Solid Fuel Combustion in Concrete

Abstract
Fly ash, a by-product from pulverized coal combustion, is utilized in the concrete manufacture where it serves as partial replacement of Portland cement. The residual carbon in fly ash is known to interfere with the chemicals added to the concrete to enhance air entrainment. The degree of interference is not only related with the amount of residual carbon, but also the properties of this carbon. The main objective of this project is to obtain knowledge of how the combustion conditions of pulverized coal is related with the amount and properties of the residual carbon in fly ash with emphasis on its utilization in concrete. Part of the work will focus on improvement of fly ash quality by post treatment methods and development of a standardized method to quantify the interactions between fly ash and air-entraining chemicals.

Introduction
About 24 % of the electricity produced worldwide (2002) is generated in coal fired power plants. As a consequence, large amounts of fly ash are produced. The demand for environmentally clean and cost effective power generation has increased the motivation of fly ash recycling.

The pozzolanic property of fly ash, i.e. its capability to react with water and calcium hydroxide to form compounds with cementitious properties at ambient temperature, makes it useful in the concrete industry, where it serves as partial replacement of cement and give rise to increased strength of concrete [1]. However, the fly ash has been reported to interfere with air entrainment in concrete, which is important to obtain high resistance toward freezing and thawing conditions [2]. Special surfactants, called air-entraining admixtures (AEAs), control this air entrainment by stabilizing the air as small bubbles in the concrete paste. They adsorb strongly to the air-water interface, but fly ash present in the concrete paste are capable of adsorbing the AEAs as well. Hereby less AEAs are available to support the air bubbles and the amount of entrained air is lowered. Increasing the dosage of the AEAs may compensate for the adsorption loss, but normal variations in ash properties lead to large and unacceptable variations in the entrained air [3].

Even though modern coal fired power plants have high burnout efficiencies, significant amounts of carbon still exist in the fly ash after combustion. This residual carbon and not the mineral matter of fly ash is responsible for the adsorption of AEAs [3]. A large part of the carbon surface is non-polar compared with the polar surface of the mineral matter. This provides active adsorption sites for the hydrophobic part of the surfactants, thus the carbon competes with the sites at the air/water interface [4] as illustrated in Figure 1.

![Figure 1: Adsorption sites for AEAs at air/water interface and at carbon surface [4].](image)
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The problem with decreased air entrainment in fly ash concrete has worldwide lead to regulations for its application in concrete taking the presence of carbon in fly ash into account. These regulations are based on a maximum limit of the amount of carbon in fly ash, e.g. according to the Danish Standard DS/EN 450 the carbon content in fly ash are not allowed to exceed 5 wt\%. However, in recent years the carbon content of a fly ash has been found insufficient as a criterion for its application in concrete and problems with air entrainment have been observed with fly ashes having levels of carbon below the limits [3]. These observations have lead to further studies of the interactions between AEA adsorption and properties of carbon in fly ash; factors such as accessible surface area and surface chemistry of the residual carbon are believed to affect the AEA adsorption as well [4].

The combustion conditions under which the fly ash has been produced influences the properties of the residual carbon. The worldwide introduction of improved burner technologies in order to reduce NO\textsubscript{x}-emissions has lead to problems with achieving a correct amount of air entrainment in fly ash concrete [5]. These burner technologies work with hot fuel rich zones in order to combust under reducing conditions and these conditions are believed to create fly ash being poor in quality for concrete utilization.

The AEA adsorption capacity of a fly ash is usually determined by the foam index (FI) test, which is a simple laboratory titration procedure involving the use of commercial AEAs and visual observation of foam stability. These parameters reduce the comparability of the test, i.e. commercially available AEAs vary in chemical nature and criterion on foam stability is operator individual. Therefore, it is of interest to develop a reproducible method, which is able to determine the fly ash quality with respect to air entrainment in concrete [6].

Specific Objectives
The aim of this project is to obtain further knowledge of how the combustion conditions of pulverized coal influences the fly ash quality for concrete utilization with emphasis on the air entrainment in concrete. Part of the work will focus on improvement of fly ash quality by post treatment methods. Furthermore, steps will be taken toward the development of a reproducible test method to replace the foam index test.

Combustion Conditions and Fly Ash Quality
Fly ash has been produced from combustion of pulverized coal under various combustion conditions in an entrained flow reactor (EFR) sketched in Figure 2. The main part of the EFR is an electrically heated ceramic reactor, where the combustion of the fuel takes place. The coal and part of the combustion air is introduced from the top and into the reactor through a water-cooled feed probe. The remaining air is preheated before it is mixed with the coal/air mixture. A particle sampling probe is mounted in the bottom of the reactor. The fly ash particles are sampled from the flue gas stream by isokinetic gas sampling and collected on a filter further downstream. The parameters adjusted in the combustion experiments are the total excess air (\(\lambda\text{\textsubscript{total}}\)) and the ratio between feed and total air (\(\lambda\text{\textsubscript{feed}}/\lambda\text{\textsubscript{total}}\)). The collected fly ashes are analyzed for carbon content (determined by weight loss, LOI) and foam index.

![Sketch of EFR](image)

**Figure 2:** Sketch of EFR. The ceramic reactor is 2 m long and 8 cm in diameter. Conditions used in the EFR: coal feed rate: 0.34-0.46 kg/h, temperature: 1350 °C, feed air: 6-17 Nl/min, total air: 58 Nl/min, gas mean residence time: 1.7 s

![Figure 3: Carbon content (LOI) in fly ashes compared with the feed/total air ratio at different total excess air.](image)

**Figure 3:** Carbon content (LOI) in fly ashes compared with the feed/total air ratio at different total excess air.
The carbon content of the fly ashes are found to decrease with increasing feed/total air ratio and excess air. The feed/total air ratio is observed to have major impact on the carbon content at lower ratios, but not at ratios above app. 0.16, where the fly ashes are produced with constant carbon content. The initial decline in carbon content with the ratio are presumably due to an improved mixing between coal and air caused by increasing jet velocity at higher feed/total air ratio. This leads to increased oxygen concentrations in the early stage of combustion and thereby a higher conversion of the coal particles. A further rise in feed air reduces the temperature and concentration of coal particles in the air flow, which can result in a delayed ignition [7] and this may explain the constant carbon content found in ashes produced at higher feed/total air ratios. The increase in total excess air raises the oxygen concentrations in the reactor and gives rise to decreased carbon content in the produced ashes as well.

![Figure 4: Foam index of fly ashes compared with the feed/total air ratio at different total excess air.](image)

The determined foam index values of the coal ashes (Figure 4) are from a visual comparison observed to follow the tendency of the carbon content; increasing excess and feed/total air ratio results in ashes with lower foam index values and low feed/total air ratios do highly affect the foam index, which on the other hand stays constant at higher ratios. The high foam index found among ashes with elevated carbon content are in agreement with results from others [3], that the residual carbon accounts for the adsorption of AEAs in concrete mixtures.

In order to uncover whether the difference in foam index between the ashes is solely caused by a change in carbon content, or if it may be due to a variation in the AEA adsorption properties of the residual carbon as well, the foam index is normalized to the carbon content of the fly ash, also known as the specific foam index. The results are presented in Figure 5, where the AEA adsorption capacity of the residual carbon (spec. FI) is found to decrease with the feed/total air ratio. Moreover, higher specific foam indexes are found at the lowest overall excess air (λ=1.11). Thus, the variations in AEA adsorption of the produced ashes are apparently caused by changes in both carbon content and AEA adsorption capacity of the residual carbon.

![Figure 5: Specific foam index of fly ashes compared with the feed/total air ratio at different total excess air.](image)

It is found that more fuel rich conditions (lower excess air or feed/total air ratio) do not only lead to an increased carbon content and thereby a raise in foam index of the produced ashes, but the carbon is also capable to adsorb higher amounts of AEAs, making the consequences of increased carbon content worse.

The present observations support what others have discussed about the mechanism of the AEA adsorption [5]. It has been suggested [5] that a stable film of oxides is formed on the surface of carbon during conversion in an oxidizing environment. The increased polarity of the carbon surface creates less adsorption sites for the hydrophobic part of the AEA and thus, less AEA is adsorbed by carbon as illustrated in Figure 6.

![Figure 6: The hydrophobic part of a surfactant molecule (in this case abietic acid) interacts by dispersion forces, with the non–polar carbon surface (right). On the other hand, at the polar carbon surface (left), water molecules interact with the surface oxides by hydrogen bonding. The dispersion forces from the surfactant are not strong enough to displace water and hence, the surfactant is not adsorbed by the carbon.](image)
burner in low-NO\textsubscript{x} environment, where they reduce the formation of NO\textsubscript{x} but lead to lower fly ash quality. It is noted that variations in AEA adsorption of the residual carbon may be due to its surface area and particle size as well and this will be subject for further investigation.

A linear relationship was found between NO\textsubscript{x} emission and the feed/total air ratio. The foam index of the produced ashes compared with measured NO\textsubscript{x} emissions are presented in Figure 7. The foam index is within each series of constant total excess air series found to decrease with the NO\textsubscript{x} emission until it reaches a constant level at app. 450 ppm NO\textsubscript{x}. Therefore, increased fly ash quality in the EFR is achieved when operating at enhanced oxidizing conditions (expressed as higher NO\textsubscript{x} emissions), but only until a certain level. It appears as if there exist a trade-off between low NO\textsubscript{x} emission and a low foam index of the produced fly ash. Thus, determination of optimal combustion conditions, where high fly ash quality and low NO\textsubscript{x} emission are achieved, will be beneficial in operation and future design of combustion technologies.

**Conclusion**

Pilot scale experiments on an EFR have shown how low-NO\textsubscript{x} combustion of pulverized coal generates fly ash with higher carbon content, increased foam index and increased AEA adsorption of the residual carbon, all making the fly ash less suitable as concrete additive. The results indicate that optimal conditions exist between the foam index of the produced fly ashes and NO\textsubscript{x} emissions on the present setup. Work will continue on the EFR involving other types of fuel and temperatures.
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Lignocellulose Pretreatment for Maximal Enzymatic (Ligno) Cellulose Degradation

Abstract
Pretreatment of lignocellulose is an important step for the production of second generation bioethanol. Without pretreatment of lignocellulosic biomass the yield of fermentable monosaccharides, and thereby the yield of bioethanol, is too low to make bioethanol production cost-effective. However, the fast and most effective pretreatment methods are energy demanding and thereby expensive in use. Therefore, it is one of the objectives of this project to evaluate the effectiveness of pretreatment and search for the most cost-effective treatment regarding energy consumption and yield.

Introduction
Degradation of lignocellulosic materials to fermentable monosaccharides can with time become an environmental friendly alternative to fossil gas, thereby reducing the dependency of fossil fuel sources and reduce the release of green house gasses [1]. A part of the process is the pretreatment of the plant material which is an important step in making the production of bioethanol economically feasible. The purpose of the pretreatment is to make the cellulose (and hemicelluloses) more susceptible to enzymatic hydrolysis for production of fermentable monosaccharides [2], see Figure 1. Different methods are used for pretreating the plant material, but they often show to be energy, chemical and time consuming, thereby making the process expensive. Among the used methods are steam explosion and wet oxidation which use high pressure and high temperature to make the polymers degradable [4]. Strong acids and bases are also used for pretreating the plant material, but reduce the yield due to production of infermentable sugars and inhibitors. Due to the inhibitors formed and the demand of energy, the use of bioethanol is not economically feasible compared to the use of fossil fuels [5]. To make the use of bioethanol feasible the pretreatment needs more attention regarding reduction of energy demand and reduction of the production of potential inhibitors. Therefore, more research is needed in the field of pretreatment of plant material and understanding the role of each polysaccharide forming the complex matrix of plant cell wall.

Specific objectives
The purpose of the project is to find possible improvements for the pretreatment of lignocellulose which can make the production of bioethanol feasible. In the beginning of the project attention will be given to the presently used methods and the issues resulting in expensive processes and low yields. Moreover macroscopic and microscopic examinations of the substrates will be used to gain more knowledge on the effect of the pretreatment. Atomic Force Microscopy (AFM) and Scanning Electron Microscopy (SEM) will be used to clarify the physical and chemical changes in the substrate due to fractionation and pretreatment.

Figure 1: Pretreating the matrix of polysaccharides [3,4].
To increase the yield, factors such as viscosity, size of particles, surface and crystallinity needs to be drawn into consideration. The project will include theoretically calculations on optimization of the pretreatment and scaling up the process for pilot plant. An important part of the project is to make the process ready for scaling the pretreatment up from a laboratory experiment to larger scale without loss of yield efficiency and still be cost-effective.

Experiments
Experiments have been run at DTU-Risø using their wet oxidation autoclave for pretreating wheat straw. The process is run at 195 °C for 10 minutes with 10 bar initial oxygen pressure [6]. Hydrolysates of the untreated and pretreated wheat straw were made by the commercial enzymes Celluclast 1.5L (Novozymes A/S) and Novozym 188 (Novozymes A/S) to evaluate the pretreatment. The hydrolysates took place in eppendorf tubes at 50 °C in a thermomixer with 2 % dry matter for up to 24 hours [7]. For analyses of the physical alteration of the wheat straw surface a Scanning Electron Microscope (SEM) was used.

Results and discussion
Figure 2 shows the alteration of the wheat straw surface. Before pretreatment the particles show clear line up of the fibers on the outer surface layer. However, when the particles have been pretreated with wet oxidation the line up of the fibers seems disrupted. The disruption of the fiber network leads to a larger surface area which can increase the accessibility for enzymatic hydrolysis. Figure 3 shows the glucose release from hydrolysates of pretreated and un-pretreated wheat straw. The pretreatment showed a positive effect on the release of glucose. Noticeably, the reduction of the particle size also had an increasing effect on the glucose release, however, only a minor increase was found when the particle size was reduced from 250-500 to 53-149 μm.

Figure 2: SEM images of wheat straw particle when (a) untreated and (b) pretreated.

Conclusion and future work
So far this project has shown that alongside with the increased release of glucose when pretreating the wheat straw, the reduction of the particle size also has a clear effect on the glucose release. Energy balances are needed to find out whether reduction of the particle size is needed and whether the pretreatment of wheat straw will supply enough monosaccharides for fermentation to reduce the costs of producing bioethanol.
Abstract
Analytical methods utilizing electromagnetic radiation are non-destructive and provide the means of rapidly obtaining important information about fermentation processes. The absorbance in the near infrared region can be used to determine concentrations of relevant chemical constituents while the scattering properties of the broth contain information about the biomass concentration as well as the particle size distribution. The aim of this project is to examine the different methods for modeling these multivariable data sets, estimate reliable models and implement the models in a monitoring and control scheme on a *Streptomyces* cultivation.

Introduction
Measurements of physical, chemical and biological variables are indispensable for monitoring and optimization of fermentation processes. Traditionally, the sensors used for fermentation monitoring measure physical and chemical variables such as temperature, pH and oxygen concentration. Near-infrared spectroscopy can be used to determine the concentration of different biologically important variables such as glucose, ammonia, and biomass on-line in a fermentation process [1].

The morphology of filamentous organisms influences the viscosity of the fermentation broth and thereby also the mass transfer properties of the broth. Furthermore, the metabolism is often closely coupled to the morphology. It is therefore important to monitor and control the morphology of the microorganism. Laser diffraction provides the means of rapidly obtaining robust particle size data. The technique is based on the principle that a particle will scatter light at an angle that is directly related to the size of the particle. It infers a volumetric size distribution, reporting the sizes of spheres with equal volume to the particles actually present. It has the advantage of being much faster than more commonly used microscopy and image analysis. However, it fails to report morphological information such as roughness, compactness, or maximum dimension, which is obtained with image analysis.

The data sets – spectra or size distributions – acquired with NIR spectroscopy and laser particle sizing are very large which makes it difficult to simply visualize the data as well as to interpret them. Therefore, multivariate data analysis techniques are employed in the analysis of these data. Partial Least Squares Regression (PLSR) can be considered the industry standard for the analysis of multivariate data. It is a supervised learning method, which can be used to find correlations between output variables (e.g. biomass and substrate concentration) and a set of input variables (spectral data). PLSR is able to handle correlations in the data by reducing the dimensionality of the data. The data are projected to a subspace spanned by vectors determined to maximize the variance of the input data as well as the correlation with the output variables.

Specific objectives
A first project objective is to establish a data set consisting of a number of batch fermentations with *Streptomyces coelicolor* – a filamentous bacterium producing useful secondary metabolites such as antibiotics – as model organism, and using advanced on-line sensors (NIR) for data collection in addition to standard on-line measurements. The fermentation data set can then serve as a basis for finding and evaluating correlations between sensor data and the course of the submerged bioprocess. A second project objective is to provide a comparison of the performance of several data-driven modeling methods – linear versus non-linear, single model versus multiple local models – on this fermentation data set. A third project objective is to actively use the on-line process variable information obtained from the advanced on-line sensor data in
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feedback control loops. Once feedback control using advanced on-line sensors is established, the project focus will shift towards fermentation process optimization.

Concurrently to the work on on-line NIR spectroscopy the multivariate analysis techniques will be used in the analysis of particle size distribution data in filamentous fermentation broths. Common to the work on the different measurement techniques is the focus on increasing the process knowledge, which is an essential part of the PAT initiative published by the FDA in 2004.

Results and discussion

NIR measurements

The first experiments with the NIR sensor have shown that implementing a NIR sensor on-line in a fermenter gives rise to several challenges. The concentrations of the analytes of interest are quite low e.g. for ammonia the range is between 0-0.1 M. This means that the absorbance signal is relatively low. Both air bubbles and biomass particles scatter the light. The scattering depends greatly on the biomass concentration but also on the size distribution of the bubbles and particles. The rapid flow of the air bubbles and particles through the measurement window results in very large variations in the measured light intensity as shown in figure 1.

![NIR spectra collected for one concentration of biomass, glucose and ammonia in an aerated and agitated fermenter.](image)

**Figure 1.** NIR spectra collected for one concentration of biomass, glucose and ammonia in an aerated and agitated fermenter.

The major challenge is to remove all of this unwanted variation while retaining the glucose, ammonia and biomass signal. Pretreatment methods such as multiplicative scatter correction exist which can remove a large part of the scatter effect in the data. The spectra after multiplicative scatter correction are shown in figure 2. The pretreatment has removed a large part of the variations in the data but not entirely. In the coming period different pretreatment methods will be investigated.

The analytes of interest absorb the light in specific wavelength regions. The chemometric modeling methods are developed for handling multivariable collinear data. However, if too many non-informative variables are included in the model this may deteriorate the model quality. Therefore, an important part of modeling the spectral data is to choose which wavelength regions should be included in the model. To support this decision some simple experiments have been carried out in which the NIR absorbance spectra have been collected for different concentrations of ammonia and glucose. The wavelength regions identified for glucose and ammonia are shown in table 1. Interval PLS has also been used for the selection of wavelength regions.

![NIR spectra collected for one biomass, ammonia, and glucose concentration in an aerated and agitated fermenter after multiplicative scatter correction.](image)

**Figure 2.** NIR spectra collected for one biomass, ammonia, and glucose concentration in an aerated and agitated fermenter after multiplicative scatter correction.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Glucose</th>
<th>Ammonia</th>
</tr>
</thead>
<tbody>
<tr>
<td>1600-1800</td>
<td>1500-1600</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** Important wavelength regions for glucose and ammonia absorbance.

When running a fermentation the concentrations of glucose, ammonia and biomass will be correlated due to the specific metabolism of the cell. This may cause problems in the calibration of the chemometric models as it will be uncertain whether the chemometric model is based on the signal of the analyte of interest or some correlation with a signal from another analyte. It will be investigated whether a spiking experiment can break this correlation and thereby improve the robustness of the chemometric models.

Size distribution

Analysis of particle size distribution data was carried out in collaboration with Novozymes A/S [2]. Samples from commercially relevant *Aspergillus oryzae* fermentations conducted in 550 litres pilot scale tanks were characterized with respect to particle size distribution, biomass concentration, and rheological properties. The data set consisted of 99 samples collected from 12 batches.

The size distributions of three different samples from a randomly selected batch are plotted in figure 3.
The multimodal shape of the particle size distribution illustrates that an average size of the particles can be an unsuitable measure of the particle size. There is a clear time dependency in the data. The proportion of larger particles decreases with increasing batch time, while the number of very small particles increases.

**Figure 3.** Particle size distributions of three samples taken at three different time points (0.2, 0.5, and 1 normalized batch time) during an *Aspergillus oryzae* fermentation. The graph shows the volume percentage of the particles in each of 31 size classes ranging from 4.75 µm to 1620 µm diameter.

A Principal Component Analysis (PCA) of the data from all 12 batches showed the same overall tendency in all of the batches. The first principal component captured the variation connected to the time development (figure 4) while the second principal component was related to the two different feeding strategies used. From the score plot it was possible to identify batch 5 as an outlier. A look into the process data revealed that a technical malfunction had in fact occurred in batch 5 resulting in a different morphology of the microorganism.

It was possible to correlate the size distribution data to the yield stress, consistency index and the apparent viscosity with PLSR. Validation on an independent test set yielded a root mean square error of 1.20 Nm⁻² for the yield stress, 0.209 Nm⁻²s⁻¹ for the consistency index and 0.0288 Nm⁻²s⁻¹ for the apparent viscosity, corresponding to \( R^2 = 0.95 \), \( R^2 = 0.94 \), and \( R^2 = 0.95 \) respectively.

**Conclusion**

NIR spectroscopy is a promising technique for monitoring of fermentation processes. However, several challenges must be overcome before the NIR sensor can be used in automatic control of *Streptomyces* fermentations e.g. low signal to noise ratio in on-line applications.

**Figure 4.** Score plot of the first two principal components in a PCA model of the size distribution data. Scores of the samples from five different batches (batch 5, 11, 9, 2, 1 from top to bottom) colored according to fermentation time from grey to black with increasing batch time. The lines connect samples from the same batch. The other seven batches show the same time development as is seen in the plot but are left out to ease the interpretation.

Chemometric methods can be used to extract valuable information from laser size distribution data. PCA can be used to provide an overview of the multivariate data, explore the data and reveal important correlations. This can be a valuable tool for monitoring purposes but may also help to increase the knowledge of morphology of filamentous organisms.
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Mechanism of Enzymatic Inactivation in the Animal Feed Pelleting Process

Abstract

Hydrolytic enzymes are applied to animal feed as supplements, attempting to support the breakdown and absorption of poorly accessible nutrients in the diet of animals. For the development of new feed enzymes, enzyme stability is a crucial parameter. But in the animal feed pelleting process, harsh conditions like steam application, and so temperature and moisture impact, stress the enzymes and they become susceptible towards unfolding reactions and inactivation, modifications of the proteins and results in a loss of activity. The aim of this project is to elucidate pathways of enzymatic inactivation in the pelletization by amino acid and structural analysis to get a better understanding of the protein’s interaction with their environment. This will provide essential information of new formulations and of protective components which can enhance stability.

Introduction

Enzymes as catalyst are of key importance in the biotechnological sector. After fermentation and recovery, industrial enzymes can be formulated either as liquid or solid product. For practical and stability issues, enzymes are often formulated in solid state (e.g. granulates, lyophilized powder) with the addition of stabilizers.

One of the major enzyme applications is in the animal feed industry presenting a production of 600 mio. Tonnes feed per year. Cereals like maize, wheat, and oats are incorporated in animal feed presenting the major energy source for animals but monogastric animals are not capable of a full digestion [1]; hence the supplement of external enzymes, especially hydrolases, is to degrade and increase bioavailability of grain compounds to enhance nutritional value of animals’ diet (e.g. cellulases, phytases) or to supplement animals’ own digestive enzyme whenever these enzymes are not fully available (e.g. proteases, amylases) [2].

80% of all animal feed is pelleted, presenting agglomerated compacted feed. Enzyme granulates are directly added to the grinded animal feed compounds within the pelletization process. The feed processing plant encompasses several steps including mixing, conditioning, pelleting and cooling. In the conditioning step, steam is applied providing heat and moisture to the diet to facilitate hygienization and compaction. The production of pellets is carried out by pelleting mills but it is getting more and more common to utilize harsher equipment like extruder and expander; finally the pellets are dried and cooled. In that process line, the enzyme granulate is exposed to harsh conditions especially high temperature and moisture but also pressure and friction [3]. Due to the composition of fragile proteins, enzymes are susceptible towards inactivation resulting in a loss of enzyme specificity and reactivity. Therefore enzyme stability, and with it protein stability, is an important parameter which challenge researcher and determines the economic feasibility of animal feed enzymes.

Protein stability is determined by non-covalent forces within the complex protein structure and hereby with the primary structure, the amino acid sequence. Inactivation can be divided in chemical and physical instability pathways. Physical inactivation indicates non-covalent alterations in the secondary and tertiary structure. The major driving forces are the hydrophobic forces describing the sequestering of non-polar amino acids, strongly conserved by non-covalent forces, into a core. Meanwhile, hydrophilic moieties are situated on the surface [4]. At harsh environmental conditions the interactions are disrupted especially H-bonds, and unbalance the protein leading to unfolding (reversibly or irreversibly), resulting often in denaturation. Also aggregation is a common process; the buried hydrophobic residues tend to become exposed to the solvent and interact with hydrophobic residues from
other unfolding protein molecules to minimize their exposure. Chemical inactivation means that the amino acids become altered via covalent modifications. Spontaneous non-enzymatic deamidation of glutaminyl (Gln) and asparaginyl (Asn) residues is a common modification process. It results in an unstable succinimide ring which undergoes hydrolysis and racemization. Thus, the possible products are L-, D-aspartyl and L-, D-isoaspartyl (-aspartyl, Asp) peptides. The removal of an amide group introduces a positive charge and might result in a difference in the activity. It is often observed in solid state proteins exposed to moisture and elevated temperatures incorporated in a polymeric system [5, 6]. Oxidation is another major common degradation pathway; especially residues like sulfur containing methionine (Met) and cysteine (Cys) are susceptible sites to experience oxidation. They result in Met sulfoxide while Cys yields in various forms like disulfide, sulfenic, sulfuric, and sulfonic acids, depending upon the conditions [6].

It is essential to understand the interaction of protein with their environment. Various deleterious processes can occur in solid state and reduce the shelf life and value like it is the case during the pelletization.

**Specific Objectives**

The scientific goal of this project is to get an understanding of the interaction of solid state enzymes with its environment during the pelletization process. Inactivation kinetics of temperature and humidity on the solid state enzyme stability will be investigated. Furthermore, chemical modifications as well as structural analyses of the proteins should provide an insight into the inactivation pathways. In dependence of the obtained results, components improving the stability should be proposed.

**Experimental Set up**

The set up (figure 1) provides controlled conditions of RH and temperature to 'simulate' pelletization conditions according T and RH. The desired RH is determined by beginning water flow which needs to be evaporated. The generated steam is mixed with a heated dry gas stream. The final gas stream reaches a brass reactor which can be heated or cooled dependent on the desired temperature. The enzyme sample is placed in the brass reactor in an aluminum pan on a metal stick; so the solid state enzyme is in direct contact with the flowing gas.

**Future Work**

The small scale set up will be used to expose solid state enzyme (lyophilized, granulates) to different environmental conditions; residual activity as well as chemical/ structural alterations will be observed. Several spectroscopic methods like FT-IR and fluorescence are used to determine differences in the secondary and tertiary structures. For detecting chemical modifications peptide mapping via mass spectrometry and amino acid analyzes are carried out.

**Figure 1 Set up**
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Abstract
Enzymatic hydrolysis of arabinoxylan is of considerable interest for various biotechnological applications and an efficient exploration of arabinoxylan as carbohydrate source for fermentation to biofuels or novel health promoting food ingredients requires a full understanding of the enzyme systems that effect their conversion. This study focus on selective enzyme biocatalysis and -conversion of water insoluble arabinoxylan and other xylan structure to obtain uniform xylooligosaccharide products and an improved understanding of the enzyme kinetics and quantitative phenomena.

Development of Quantitative Kinetic Models Describing Enzyme Catalyzed Heteropolysaccharide Degradation - Insoluble Arabinoxylan

Introduction
Efficient enzymatic modification and degradation of natural plant cell wall polymers have significant implications in food, biofuel and paper processing and may open up for novel biological production platforms in various industries. Arabinoxylan is the main heteropolysaccharide of the hemicellulose fraction of the cell wall of higher plants where it accounts for as much as 35% of the dry weight [1]. Unlike cellulose, arabinoxylan are chemically heterogeneous molecules which consists of a backbone of β-1,4 linked D-xylopyranosyl residues. Depending on the source of the arabinoxylan and the procedure used in its extraction, the xylose units can be substituted at either the C(O)-2 or C(O)-3 or be di-substituted at both the C(O)-2- and the C(O)-3 position with L-arabinofuranose or 4-O-methyl glucuronic acid residues or they can be esterified with acetic acid. Furthermore, the L-arabinofuranosyl side chain residues can be esterified with ferulic and p-coumaric acid [2].

Due to their complex structure, degradation of arabinoxylan requires several enzymes. The major xylanolytic activities are those catalyzed by endo-1,4-β-xylanases, which hydrolyze the β-(1,4) xylosidic linkages in the arabinoxylan backbone, generating a mixture of arabino-xylooligosaccharides (Fig. 1). Other activities are α-L-arabinofuranosidase, α-glucuronidase, acetyl (xylan) esterase, ferulic acid esterases, and β-xylosidases, each having a specific function in the cooperative degradation process [1]. β-Xylosidase cleaves off the terminal xylose unit from the non-reducing end of the xylooligosaccharides arising from endo-1,4-β-xylanase activity [3]. Some of the enzymes acting on the backbone and side chains have been shown to operate synergistically leading to a higher degree of hydrolysis of arabinoxylan [4,5,6].

Figure 1: Chemical structure of arabinoxylan and the site of activity of different arabinoxylan degrading enzymes [7].

Xylooligosaccharides (XO) derived from partial hydrolysis of arabinoxylan can be used for several purposes (Fig. 2). One of the most important features of XOs as food ingredients is mainly related to their effect on the gastrointestinal flora where they stimulate growth of intestinal Bifidobacteria. Therefore, XOs are considered as prebiotic, which are non-digestible food ingredients that beneficially affect the host by selectively stimulation the growth and/or activity of beneficial bacteria in the colon. Although the health
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effects of arabinoxylans are well documented, the
effects of the degradation products, XOs, are less
studied and therefore, an in-depth study of the prebiotic
potential of XOs is warranted [8].

Figure 2: Applications of xylooligosaccharides [8].

Specific objectives
This project focuses on enzymatic modification and
degradation of water insoluble arabinoxylan and other
xylan structure. Experiments will encompass use of
selected individual xylanases and intelligently designed
combinations of relevant enzymes in statistically
designed reactions. In order to obtain uniform
xylooligosaccharide products from insoluble
arabinoxylan selected enzymes will be used and
reaction parameters specified. Evaluation of
topochemical equations will provide a better
understanding of the enzyme kinetics and quantitative
phenomena. Unraveling the quantitative kinetics also
encompass consideration of the heterogeneous structure
of the substrate matrix and the change occurring during
the reaction.

A particular aim is then to study the prebiotic
potential of the enzymatically released xylo-
oligosaccharides derived from specific modification of
the water insoluble arabinoxylan and other xylan
structure on intestinal bacteria.

The hypothesis behind the project is that
provision of a better quantitative understanding of the
modification and degradation of insoluble arabinoxylan
is a prerequisite for optimally exploiting enzyme
reactions in new food and ingredient processes and for
exploiting biomass rationally for production of value
added products.

Experimental methods
Assessments of the enzymatic degradation are mainly
accomplished by use of state of the art HPLC: High
Performance Size Exclusion Chromatography (HPSEC)
and High Performance Anion Exchange
Chromatography (HPAEC) mainly focusing on the
quantification of arabinose and xylo-oligosaccharider.

Current work
The current work encompasses systematic experimental
evaluation of the hydrolysis of WUAX by selected pure
xylanolytic enzymes, including unraveling degradation
products and enzyme kinetics. Pure mono-active
enzymes have been obtained from Danisco A/S and
Megazyme. The hypothesis is that it is possible to
catalyze the solubilization of isolated, insoluble wheat
arabinoxylan and bran, by treatment with selected
xylanases to obtain at least 65-75% and 50% of
hydrolysis respectively.

The future work is directed towards a better
understanding of the initial degradation and to optimize
reaction parameters in order to obtain a more specific
modification and efficient degradation in the initial
phase.

Acknowledgements
The project is carried out within the framework of the
Research Consortium “Innovative Bioprocess
Technology” which is a research platform between
Novozymes A/S, Danisco A/S, Chr. Hansen A/S and
Center for Biochemical Engineering at The Technical
University of Denmark (DTU).

References
1. N.M.E. Peij, J. Brinkmann, M Vrsanská, J. Visser,
2. E.X.F. Filho, M.G. Tuohy, J. Puls, M.P. Coughlan,
3. J.A. Perez-Gonzalez, N.M.E. Van Peij, A. Bezoen,
A.P. MacCabe, D. Ramon, L.H.D Graaff, App Env
4. S.L. Bachmann, A.J. McCarthy, App Env
5. H.R. Sørensen, A.S. Meyer, S. Pedersen, Biotech
6. H.R. Sørensen, S. Pedersen, A. Viksø-Nielsen, A.S.
7. C. Grootaert, W Verstraete, T. Van der Wiele,
Trends in Food Science & Technology 18 (2007)
64-71.
8. M.J. Vázquez, J.L. Alonso, H. Domínguez, J.C.
Parajó. Trends in Food Science & Technology 11
Reduction of SO₂ Emission from Modern Cement Plants

Abstract

The project concerns the emission of SO₂ from the preheater section of a modern cement plant, with primary focus on the reaction between CaO and SO₂. This reaction is of special interest in connection with the removal of SO₂ from the flue gas because it has been shown to be many times faster than the reaction between CaCO₃ and SO₂. The project is in continuation of earlier projects that have been carried out in CHEC in order to understand how SO₂ is formed and removed in modern cement plants and this project will contribute to the basic understanding of the reactions and plant design.

Introduction

The most common way to produce cement today is by the dry process, illustrated in figure 1. In the dry process raw meal, which mainly consist of limestone and clay, is fed to the preheater tower which typically consist of 4-6 cyclones. Through the cyclone tower the raw meal is, step by step and counter-currently, heat exchanged with the hot flue gas from the calciner/kiln.

The raw meal contains small amounts of sulfur, which is mostly found as pyrite (FeS₂). When pyrite is heated in an oxygen containing atmosphere, it will be oxidized to iron oxides and SO₂. This reaction takes place between 400 and 600 ºC [1], which in the plant shown in figure 1 corresponds to cyclone number 2 and 3 from the top. The SO₂ formed can leave the preheater as part of the gas phase or react with the limestone in the raw meal, according to Eq. 1.

\[
\text{CaCO}_3(s) + \text{SO}_2(g) + \frac{1}{2}\text{O}_2(g) \rightarrow \text{CaSO}_4(s) + \text{CO}_2(g)
\]  

The reaction has been studied by Hu [2] under the conditions (relative low temperatures and short residence times) prevailing in the preheater tower. Hu [2] suggested that the reaction in Eq. 1 could be divided into three steps, consisting of a very fast initial reaction step, followed by a nucleation step in which CaSO₄ crystals are formed and finally a slow crystal growing step.

It is also a possibility that the SO₂ formed inside the preheater reacts with CaO, formed in the calciner and transported with the flue gas.

\[
\text{CaO}(s) + \text{SO}_2(g) + \frac{1}{2}\text{O}_2(g) \rightarrow \text{CaSO}_4(s)
\]  

This reaction has been studied in connection with cement preheaters by Rasmussen [3] using a commercially available CaO source, which turned out not to be representative for the CaO found in cement.

Figure 1: Illustration of the dry process for cement manufacturing.
plants, because it was heavily sintered. However the results showed that recarbonation of CaO and the surface area of the CaO particles are important.

**Specific Objectives**

The objectives of this PhD study are:

- To obtain kinetic data for the reaction between CaO and SO₂, under condition similar to those in a preheater tower.
- To develop a mathematical model that quantitatively can describe the reaction kinetics and transport processes.
- To investigate the possibilities for designing new preheaters for cement production with low SO₂ emission.

**Experimental Setup**

It has been desired to construct a pilot plant setup that can be used for studying the reaction between freshly calcined limestone and SO₂. This has been done by interconnecting two existing setups situated in the CHEC laboratory hall: The Solid Fuel Flow Reactor (SFFR) and the Simulated Preheater (SP). A schematic drawing of the interconnected setup is shown in figure 2.

![Figure 2: Drawing of the experimental setup that is intended to be used.](image)

When making experiments raw material (limestone) is fed from the particle feeder, along with atmospheric air, through the SFFR where it is calcined at 900 ºC. The CaO formed is fed to the Simulated Preheater where it is mixed with preheated gases from the preheater. After mixing, gas and CaO proceed to the isothermal part of the SP setup, inside which injection of SO₂ is possible. The injection of SO₂ can take place through four different valves, which gives the opportunity to study the reaction at different residence times. Before leaving the setup a part of the gas is sampled for analysis, while the rest is separated from the CaO and discarded.

When operating the setup a high linear gas velocity is used in order to ensure turbulent conditions, avoid particle deposition and minimize the influence of gas film diffusion.

**Results**

The preliminary experiments have been focusing on the reproducibility of data and the effect of using freshly calcined limestone. The results showed that it was possible to reproduce data with a deviation from the mean that was less than ±10 %. However in order to achieve such a low deviation it was found that the SO₂ adsorption should exceed about 100 ppm.

What regards the use of freshly calcined limestone the results have shown that the reactivity is significantly higher compared to the commercial and sintered limestone [3].
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Modelling and Optimization of Integrated Bioreactor and Membrane Separation Processes

Abstract
The fermentation for lactic acid production suffers from product inhibition. Using the Integrated Reverse Electro-Enhanced Dialysis (REED) process, higher product yield can be achieved through continuous removal of lactic acid from the cultivation broth. The model of the REED module and the lactate profile in the unit are presented. This project is challenging since the design, modelling, optimization and operation of integrated biological reactive systems and membrane separation processes are complex over the space and time domain which leads to a highly nonlinear behavior.

Introduction
In recent years, there has been an increasing interest in fermentations processes since the main raw materials are renewable and products obtained in these processes are widely used in the fine chemical, pharmaceutical and food industry. The main difficulty of obtaining a high productivity in fermentation may be product inhibition of microbial growth.

Lactic acid is an important chemical used in food industry and is considered as a feedstock for the production of the biodegradable Poly-Lactic Acid (PLA). In many cases, PLA can replace hydrocarbon based polymers and therefore reduce the non-biodegradable wastes and the dependence on fossil feedstock. The fermentation of lactic acid by lactic acid bacteria normally does suffer from product inhibition; therefore, continuous removal of lactic acid from the fermenter will result in a higher productivity and product yield.

Recently, the application of membrane techniques has shown promising performance for continuous removal of Lactic Acid during fermentation [1]. The integrated REED process (fig. 1) is composed of a bioreactor, the REED module and an Electro Dialysis Bipolar Membrane (EDBM) unit.

Specific Objectives
The key idea of this project is to reveal the interactions between the fermentation and downstream processing in dependence of primary production objective in order to optimize the integrated process and to aim at a systematic procedure for scale up. Some interesting primary objective functions are: lactate production as potential feedstock for the production of the biodegradable PLA, probiotic culture production (>10 times higher activity) or genetically modified bacteria for protein production.

Modelling the REED unit
One of the most significant obstacles in the separation using electrodialysis is membrane fouling. Previous experiments with REED have demonstrated good
antifouling results in process streams from fermentations [1]. In the REED module only Anion Exchange Membranes (AEM) are used (fig. 2). There, cations are repelled by the fixed positive charges in the membranes while lactate and hydroxide ions are allowed to pass. The direction of the electrical current is changed at regular time intervals to reduce fouling. There is a reduction in the current efficiency when the electrical current is reversed since the concentration profiles in the membranes are also reversed. As a consequence, lactate ions move back to the feed stream. Therefore, optimal operating conditions will be a trade-off between the fouling rate and the reduced current efficiency due to back-flushing of lactate when the current is reversed [2].

Figure 2: Electro-enhancement of dialysis setup using anion-exchange membranes [2].

The mass balances in the x direction can be written in a general way [3]:

\[
\frac{\partial C_{k,p}}{\partial t} + \nabla \cdot J_{k,p} = 0 \quad k = L^- \text{, } OH^- \text{ and } Na^+ \quad p = \text{phase}
\] (1.1)

Where the ionic fluxes by diffusion and migration in an ideal solution are estimated using the Nerst-Planck equation [3,4]:

\[
J_{k,p} = -D_{k} \left[ \frac{\partial C_{k,p}}{\partial x} + z_k \frac{F}{RT} \frac{\partial \psi}{\partial x} \right]
\] (1.2)

The potential gradient \( \partial \psi / \partial x \) can be calculated in electrodialysis from the equation 1.3, since it is assumed that the total current is carried by ions only [3]:

\[
I_d = F \sum_k z_k J_k
\] (1.3)

Furthermore, the relations between concentrations of the ionic species in the interface solution-membrane are given by the Donnan equilibrium condition [4]:

\[
\Delta \psi_{Don} = \frac{RT}{z_k F} \ln \frac{C_k|_{x=x_j^-}}{C_k|_{x=x_j^+}} \quad j=1,2,5 \text{and } 6 \quad x_j^-: \text{left} \quad x_j^+: \text{right}
\] (1.4)

At interfaces two conditions must be fulfilled, the electroneutrality condition and flux conservation [4]:

\[
J_k|_{x=x_j^-} = J_k|_{x=x_j^+}
\] (1.5)

\[
\sum_k z_k C_k' = 0
\] (1.6)

\[
\sum_k z_k C_k^m + z_{Ju} C_{Ju}^m = 0
\] (1.7)

Estimation

The model is a system of coupled algebraic and partial differential equations. By application of the method of lines the system of equations is discretized in the spatial domain to obtain a DAE system in time domain. Using this methodology the following lactate concentration profile in the module can be calculated [2].

Figure 3: Lactate concentration profiles between two current reversals. The concentration profile is shown at 10 second interval [2].

Conclusions

Modelling can be used to develop a combined knowledge-based and data-driven approach for design, operation, optimization and control of bioprocesses and final production including downstream processing. This methodology will bring new prospects for substantial improvements in production efficiency and product quality.
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Computer Aided Polymer Design using Group Contribution plus Property Models

Abstract
Selecting the polymer repeat unit structure is an essential step in designing new products involving polymers. Computer aided molecular design (CAMD) is potentially extremely useful in such situations. Any CAMD application requires a set of property models to establish structure-property relationships. These relationships are developed in terms of group contribution plus property models (GC+) for polymers. Two case studies are presented in this paper to highlight the application of the developed property models and the CAMD algorithm for polymer design.

Introduction
The search for new polymers satisfying user-specified properties is a common activity in chemical industries as many consumer products use polymers in some form. The traditional experiment based “synthesize-and-test” approach involves protracted and costly series of experiments for synthesizing each product candidate and evaluating their ability to satisfy the demands placed upon them. Computer-aided molecular design (CAMD) methods can partially replace the experiments by forecasting promising (molecular level) polymer structures that meet the required target properties. To extend existing CAMD techniques to polymers, new property models as well as modified CAMD algorithms are necessary. The group contribution plus (GC+) models, which integrate important aspects of previously established state-of-the-art techniques based on group and atomic contributions to polymer repeat unit properties, are developed in this work. In order to save development time for the GC+ models, a grid technology based software has been used for parallel development of GC+ models. In all 20 property models for polymer repeat units were developed at a considerably reduced the time for model development.

Methodology
CAMD approach to polymer repeat unit design can be divided into two important stages: stage 1 corresponds to developing property prediction models and stage 2 to developing an algorithm for identifying candidates that match the target properties.

GC+ Models
GC+ Models are the combination of Marrero/Gani group contribution models and atom – connectivity index models, where the unavailable GC contributions are predicted from the atom-connectivity contributions, thereby expanding the application range of the “host” GC-model without the need for additional experimental data.

Marrero/Gani group Contribution Method
The Marrero/Gani group contribution model is usually written as,

\[ f(x) = \sum C_i + w \sum D_j + z \sum E_k \]

where \( C_i \) is the contribution of the first-order group of type-\( i \) that occurs \( N_i \) times, \( D_j \) and \( E_k \) the contributions of the second-order group of type-\( j \) and the third-order group of type-\( k \) that occurs \( M_j \) and \( O_k \) times, respectively. In the first level of estimation, where \( w = z = 0 \), only first-order groups are employed. In the second level, where \( w = 1 \) and \( z = 0 \), only first- and second-order groups are involved. In the third level, both \( w = z = 1 \) and \( w = 1 \) and \( z = 1 \), and contributions of groups of all levels are included in the calculation. The left-hand side of Eq. (1) is a simple function, \( f(X) \), of the property, \( X \).

Atom-Connectivity Index Method
Polymer-repeat unit structures can also be given by an atomic representation for connectivity index-based models, as written by Gani et al.
Mathematically, it can be written as

\[ f(X) = \sum a_i X_i + b_i (\chi_i') + 2c_i (\chi_i') + d \]  

(2)

X is the polymer property, \(A_i\) is the contribution of atom i occurring in the polymer-repeat unit structure at i times. \(\chi_i'\) and \(\chi_i''\) are the zeroth- (atom) and first-order (bond) connectivity indices, b, c, d are adjustable parameters.

Polymer property models for ten properties have been developed so far using the GC+ approach\(^2\), 10 for based on GC, and 10 based on CI to obtain the 10 GC+ models.

**CAMD algorithm for polymer design**

As a set of polymer property prediction models were developed, the next step was to solve the reverse problem of designing a polymer-repeat unit structure for a given set of target properties. Here, the CAMD algorithm developed by Harper & Gani\(^1\) for molecular design has been adapted for polymer design, where the issue of calculating the missing group contributions, if required, has also been added. The “generate and test” paradigm has been used again for identifying the polymer repeat unit candidates.

Any CAMD problem has two main criteria to be defined. Structural criteria – which gives the details like how the repeat unit structure should be represented. For example, for a representation by groups, how many groups (maximum and minimum) can be present, how many times a particular group can occur in the repeat unit, and rules for combining them. Moreover any chemical structure that is generated should also satisfy certain structural conditions, which for polymer repeat units and molecules are the same except for the two free attachments in the former. The combination rules have been adapted from those of Harper & Gani\(^1\). Property criteria – these constraints give the information of the target properties that the feasible candidates must have. Mathematically, it can be written as \(P_l \leq P(n_i) \leq P_u\) where \(n_i\) is the number of times the \(i\)th group appear in the polymer, \(P(n_i)\) is the vector of predicted properties for the polymer, \(P_l\) is the vector of lower bounds specified on the various polymer properties and \(P_u\) is the vector of upper bounds specified on the various polymer properties.

The Marrero/Gani group contribution method\(^6\) is advantageous with respect to CAMD-based polymer design because it has a large range of groups, classified as either first -, second -, and third – order, and from which, new polymer property models can be developed and used for generation of polymer-repeat unit structures. Nevertheless, all GC-based methods need the entire polymer repeat unit structure to be described by the available groups defined for that method, in order for the relevant property to be predicted. This is where the GC+ models become useful because for any generated structure, if the group contribution is missing, it can be automatically predicted through the available atom-CI contributions.

Figure 1, shows the main steps of the CAMD algorithm adapted for polymer design. Through it, the polymer repeat unit structures, for the given set of structural and property (target) constraints, without having any limitations due to missing group or missing group contributions, can be identified. Given the limitations on the number of reliable data on polymer systems, one cannot expect to have extensive group tables covering all possible structures and properties – these needs to be developed over a period of time. However, as stated above, the GC+ approach has been adopted in the “testing” part of the CAMD algorithm to increase the application range for polymer design.

**Case Study**

Several case studies reported earlier\(^8\),\(^9\) have been solved to verify the applicability of the developed CAMD algorithm for polymer design and the polymer property models. In all cases, the reported solutions were identified in addition to new ones not reported earlier. In this paper, two new and more realistic polymer design problems are introduced: case study A deals with the design/selection of polymers that has applications as coatings while case study B deals with the design/selection of polymers that can be used as synthetic fibers (to be used as textile products).

**Case Study A**

**Problem formulation:** Designing a polymer that has its applications in several areas, such as, coating in cookware, pipes or containers, in insulation cables, bearings, gears, etc., could be very interesting for the modern society. For the polymer to find its applications in the areas mentioned above, several criteria need to be satisfied. To find an application as coating in cookware or pipes or containers, the polymer should be chemically inert, very low friction (which also gives the polymer a non-stick texture) and high heat resistance. The low friction property also allows the polymer to be used in applications where sliding action parts are needed, such as, bearings, brushings, gears, and slide plates. Dielectric constant plays an important role for selecting a polymer to be used as an insulator.

**Physical property constraints**

**Dielectric constant (\(\varepsilon\)):** Normally the dielectric constant of polymers at room temperature is in the range 2 to 10. The lower values of dielectric constant are generally being associated with the lowest electrical loss characteristic\(^10\). Any material that can be used as an insulator should provide low electrical loss, which implies should have low dielectric constant. Therefore, upper and lower bounds for this property can be written as \(2 \leq \varepsilon \leq 2.5\).

**High heat resistance:** As the desired polymer repeat unit structure should have high heat resistance so as to find its applicability as coating in cookware, it implies that the melting point of the desired candidate should be higher than the cooking temperature. It is therefore desired that the melting point of the polymer should be within 320 to 370 °C. That is \(320 \leq T_m \leq 370\). Using the
Initialize problem specific conditions
Set up design criteria or objective function
Generate the repeat unit structures with the group constraints
Check if groups in polymer repeat unit structures have group contributions
Polymer repeat unit properties are calculated using Marrero/Gani GC models
Verify design criteria/objective function obtained
Candidate selection

Figure 1: Algorithm for Computer Aided Polymer Design

following relation between melting point and glass transition temperature as given by van Krevelen\(^3\).

'Polymers with \(T_g/T_m\) ratios below 0.5 are highly symmetrical and have short repeat units consisting of one or two main-chain atoms each carrying substituents consisting of only a single atom. They are markedly crystalline. (\(T_g/T_m \approx 0.5\))'

the lower and upper bounds for \(T_g\) can be obtained as 297 K ≤ \(T_g\) ≤ 322 K.

Young’s Modulus: Young’s Modulus measures how ‘stiff’ the material is. As the desired polymer is required to coat on the surface of the cookware (our target product) the desired candidate should be flexible enough to be coated in its applications while retaining optimum strength. From the plot of Young’s Modulus-density\(^{15}\), the constraints can be taken as 0.3 GPa ≤ \(E\) ≤ 0.6 GPa. From the same plot\(^{11}\), for the upper and lower constraints of Young’s modulus in the polymer region, density is found to have the lower and upper bounds as, 1.0 g/cm\(^3\) ≤ \(\rho\) ≤ 2.4 g/cm\(^3\). Note that using the density as a property constraint and the plots\(^{15}\) of Young’s modulus against density, we avoid the need for a property model for Young’s Modulus for polymers.

Structural feasibility constraints: The basis set of 6 Marrero/Gani groups are taken as shown in table 1. Since, glass transition temperature and melting point relationship is considered, the minimum groups in the generated repeat unit structure is taken as 1 and maximum groups are taken as 3, so as to have a short repeat unit structures.

Final Candidates: Out of the generated candidates, 55 candidates satisfy the structural constraints. The group – CHF\(^-\), which was used in the basis set, did not have the Marrero/Gani contributions for glass transition temperature and dielectric constant. Its contributions were determined using atom-CI models for these properties. Out of 55 candidates, 47 satisfied the density criteria; 12 satisfied glass transition criteria and 27 satisfied dielectric constant criteria. But on the whole, only 4 candidates satisfied all the three criteria. Teflon\(^{12}\), which is commonly used in cookware, insulation material, etc., was one of the 4 final candidates satisfying all the property constraints. From the literature it is found that teflon has very low friction, enabling it to be used in several applications like the ones discussed above in the problem formulation part. The predicted values for teflon match very well with the reported literature\(^{12}\) values.

Table 1: Final Candidates satisfying the structural & property constraints for case study

<table>
<thead>
<tr>
<th>Basis Set</th>
<th>(T_g) (K)</th>
<th>(\rho) (g/cm(^3))</th>
<th>(\varepsilon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_3), CH(_2), CHF</td>
<td>296.8</td>
<td>2.06</td>
<td>2.23</td>
</tr>
<tr>
<td>CH(_2)-CH(_2)-CH(_3)</td>
<td>310.3</td>
<td>1.49</td>
<td>2.18</td>
</tr>
<tr>
<td>CH(_2)-CH(_2)-CH(_3)-CHF</td>
<td>302.8</td>
<td>1.53</td>
<td>2.01</td>
</tr>
<tr>
<td>CH(_2)-CH(_2)-CH(_3)-CH(_2)-CHF</td>
<td>317.1</td>
<td>2.4</td>
<td>2.1</td>
</tr>
</tbody>
</table>
Conclusion
The results from the case studies showed that the adapted CAMD algorithm plus the corresponding property models can solve realistic polymer design problems. In this case, the use of the GC+ property models proved to be very useful and efficient. Even though the case studies, which should be regarded as proof of concept studies, have been solved for relatively low number of basis groups, having the corresponding software means that size is not really a factor. The important issue is whether realistic problem can be solved and useful candidates can be identified. The reported results show that the design algorithm and the property models can satisfy this demand. Wider applications mean more groups and contributions for more property models. The design algorithm, however, is generic and can handle any number of groups and/or models. The focus of future work is in the area of new properties as well as higher level of polymer models where the organization of the polymer repeat unit is considered.
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Continuous Culture Microbioreactors

Abstract
The current microbioreactors mostly operate as fed-batch or continuous culture with *E. coli* as culture strain. This projects aims to design a microbioreactor running continuous cultures of *S. cerevisiae* in a reactor volume of approximately 100 µL. The most important culture parameters can be measured on-line allowing for a high information-per-experiment ratio. Industrial relevance will be proven through comparisons of continuous culture microbioreactor experimental data with bench-scale experiments performed at BioCentrum-DTU.

Introduction
Biotechnology plays an increasingly important role in production processes in the food, the chemical and the pharmaceutical industry. Well-known examples of biotech-based products that have an important function in the life of many people are enzymes used in laundry detergents, pharmaceuticals such as insulin, etc.

However, starting up a new biotechnological production is usually preceded by a tremendous research effort in which for example the productivity of different candidate production strains is compared (=screening). Usually, such screening is done in shake flask cultures. In a later stage of production process development, experiments done in bench scale reactors are performed to investigate the influence of process conditions on productivity.

Experiments done in shake flasks (typically with a volume of 100 mL to 1 L) are easy to set up. However, shake flask cultures only allow batch experiments, and the information gained per experiment is limited: typically only end-point measurements of for example the product quality are performed. If additional measurements are needed, manual sampling is required, which additionally disturbs the culture. Compared to shake flasks, bench scale reactors (typically with a volume of 1 to 10 L) have the advantage that they allow on-line measurements. Moreover, bench scale reactors are flexible since they can be operated in batch or fed-batch, but also as a continuous culture. However, the work effort needed to prepare, operate and subsequently clean bench scale reactors is vast.

Motivation
Microbioreactors (MBRs) offer the possibility to circumvent many of the above-mentioned problems:
- The production cost of the MBRs is low, since they can be produced from polymers.
- The working volumes are very small (in the µL/mL range), keeping costs for culture media low.
- On-line measurements are possible for the most important culture parameters (optical density (OD), dissolved oxygen (DO), pH).
- Batch, fed-batch and continuous culture conditions can be created in MBRs.
- The reactors are disposable after use and thus require no cleaning effort at all.
- Scaling out MBRs to systems with many parallel reactors allows for high-throughput screening, thus yielding a massive gain in information per experiment with continuously small working volumes.

The above advantages result in more-information-per-experiment (on-line measurements), financial savings (small volumes, less labor intensive) and the possibility to develop production schemes on the resource-saving micro-scale before scaling up a process.
Objectives
Currently, MBRs described in the literature are operated either as fed-batch or as continuous cultures, most often with *E. coli* as the culture strain. This project aims at the development of a continuous culture MBR that can perform experiments with yeast (*S. cerevisiae*). Compared to a batch experiment, the continuous culture has the advantage that steady-state conditions can be achieved. Additionally, it should be possible to induce step changes in the dilution rate, forcing the culture from one steady-state to the other with continuous measurement of the important culture parameters, thus leading to dynamic information on the behavior of the culture under well-controlled experimental conditions.

The planned working volume is in the range of 100 µL, which is smaller than most of the current reactors running continuous cultures.

In the first part of the project, a reactor with the above features is to be designed and fabricated, and a complete measurement & control setup is to be installed. The second step will then be to prove the industrial relevance through comparisons of experimental MBR results with larger-scale data from the literature and from *S. cerevisiae* cultivations performed at BioCentrum-DTU.

Naturally, MBR construction also poses some challenges. Proper mixing for example is very essential for good cultivation results, since substrate gradients in the culture might otherwise lead to a varying (location dependent) metabolic state of the culture. In the projected volume range turbulent flow is difficult to achieve due to the small Reynolds numbers. On the other hand the volume is too large to be able to rely on diffusion alone. Therefore one of the challenges in the project is to find a mixing regime which efficiently reduces diffusion distances.

Another challenge is the mechanical integration of the various sensors, a mixing apparatus and the aeration system into the small volume in such a fashion that the device is easy to manufacture.

Microbioreactor Technology
The current reactor is designed to have a working volume of 100 µL which is sufficiently large to allow enough space for the sensors and actuators, but is still small enough to considerably reduce the amount of media needed.

Contrary to conventional reactors which are mostly aerated by means of bubbles, microbioreactors are designed to work bubble-free. Aeration is done through a semi-permeable silicone membrane which allows both the incoming transport of oxygen and the outgoing transport of CO₂.

DO and pH are both measured with fluorescent sensor spots which change both the amplitude and the phase of the emitted light with a change in the sensitive parameter. A lock-in amplifier measures the phase difference and thus quantifies the measured parameter.

Optical density is continuously measured both in the reactor itself and in the outflow channel. Light from a LED is guided into the reactor with optical fibers, sent through the substrate and then guided to a photo detector (Figure 1).

![Figure 1: Schematic of a MBR setup](image)

The flow rate is currently adjusted by a syringe drive. Both continuous and step changes in flow rate are possible which allows for various changes in dilution rates.

The reactor is currently fabricated out of the polymers poly(methylmethacrylate) (PMMA) and poly(dimethylsiloxane) (PDMS), which both are cheap materials. Additionally, no clean room fabrication steps are necessary which allows for cheaper manufacturing.

Indeed, it means that the final product can be mass-produced, sterilized and pre-packaged similar to syringes.

Work Done
On the one hand a reactor was designed and fabricated, on the other hand the supporting systems were developed. These include tempering & aeration of the broth and measurements of optical density and dissolved oxygen. Also the LabView system that measures and controls the system has been set up. First preliminary cultures with bakers yeast have been run both in batch and in continuous mode proving the basic functionality of the system.

However, mixing still poses a problem and is currently preventing representative cultivations. The challenge here is to provide good mixing (for suspension of the cells, aeration & nutrient provision) without having a complicated setup.

Next Steps
Mixing is the very next problem to solve. Once this is done, cultivations shall be run which first prove the comparability of this system with bench-scale reactors and then pH measurement and control shall be incorporated.

In a next step other measurement principles shall be investigated which might further increase the amount of on-line information per experiment.
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Design of Process Monitoring and Analysis Systems (PAT\textsuperscript{*} Systems)

Abstract
In the manufacturing industry, for example, the pharmaceutical industry, a thorough understanding of the process is necessary in addition to a properly designed monitoring and analysis system (PAT system) to consistently obtain the desired end-product properties. A \textit{model-based computer-aided framework} including the methods and tools through which the design of monitoring and analysis systems for product quality control can be generated, analyzed and/or validated, has been developed. Two important supporting tools within the framework are a knowledge base and a model library. The knowledge base provides the necessary information/data during the design of the PAT system and the model library generates additional or missing data needed for design. Optimization of the PAT system design can be achieved in terms of product data analysis time and/or cost of monitoring equipment subject to the maintenance of the desired product quality.

\textsuperscript{*} PAT: Process Analytical Technology

1. Introduction
Conventional experience and lab-based manufacturing practices provide product of the specified quality but at the expense of time and money. Today a significant opportunity exists to improve the product quality and to optimize the production process through the implementation of innovative system solutions for on-line monitoring, analysis and system control. Application of PAT systems (FDA/CDER, 2005) in manufacturing paves the way for continuous process and product improvements through improved process supervision based on knowledge-based data analysis, ‘Quality by design’ concepts, and through feedback control (Gnoth et al., 2007). Currently, one of the main difficulties in implementing PAT systems on a manufacturing process is the unavailability of methods and tools through which a PAT system can be designed in a systematic way. In this paper a \textit{model-based computer-aided framework} is presented, including the methods and tools through which the design of monitoring and analysis systems (i.e., the PAT systems) for product quality monitoring and control can be generated, analyzed and/or validated.

2. Specific objectives
The main objective of the project is to develop a model-based computer aided framework for supporting the design, implementation and verification of PAT systems. The model-based framework should be able to perform the following tasks:

- Analyze the manufacturing process in order to identify the critical points and process variables
- Identify the variables that need to be measured and the variables that will need to be manipulated to achieve the desired product quality.
- Select the proper methods and tools for obtaining the measured data
- Connect the measured variables with the manipulated variables (sensor-actuator pairing)

3. Design framework
The design of a process monitoring and analysis system is a step-wise procedure involving the selection of critical process variables, followed by the selection and placement of suitable monitoring and analysis equipments, and finally, the coupling of the monitoring and analysis tools to a control system to ensure that the selected critical process variables can be controlled. As shown in fig. 1, the starting point for the design methodology is the problem definition in terms of process specifications and product quality specifications that can be provided either by the manufacturer or the PAT system designer. A model library and a knowledge base have been developed, and act as the supporting tools for the design of a PAT system. The ICAS-MoT modeling tool (Sales-Cruz, 2006) is used for simulation.
of process operational models and the systematic procedure proposed by Gani (Gani et al., 2006) is used for model analysis. As shown in fig.1, the developed design algorithm relates the available product and process specifications to the available supporting tools, and subsequently generates the PAT system design. If the obtained PAT system satisfies the requirements then it is selected as the designed PAT system. The validation of the obtained PAT system is achieved by comparing the simulated process performance with known process specifications. If the process performance does not comply with the process specifications then the corresponding design steps are repeated until a satisfactory design is obtained.

3.1. Supporting tools

3.1.1. Knowledge base

The knowledge base contains useful information needed for design of PAT systems. It has been built through an extensive literature and industrial survey. It covers a wide range of industrial processes such as fermentation, crystallization and tablet manufacturing. It contains information for typical unit processes in terms of the type of operation they perform, the process variables involved, the corresponding manipulating variables (actuators), the equipments typically used for on-line measurement of data (type of equipment, accuracy, precision, operating range, response time, resolution, drift, cost etc.).

3.1.2. Model library

The model library contains a set of mathematical models for different types of unit processes, sensors and controllers. Similar to the knowledge base, it covers a wide range of industrial processes (fermentation, crystallization, tablet manufacturing). These models support process analysis and help to generate additional or missing data needed to obtain the design of a PAT system. For example, the models can be applied for the prediction of process variables which are not measurable but required for the final design. Simulations with the models can also be used for performing a sensitivity analysis through which the effect of process variables on the final product properties can be analyzed and critical process variables can be identified. The simulation models also provide input for the interdependency analysis, through which the appropriate actuators for each controlled variable can be selected.

3.2. Design methodology

The methodology used for the design of the PAT system is shown in fig. 2 which consists of four analysis steps.

3.2.1. Process analysis

This step is concerned with the listing of the variables involved in the process, and the listing of critical points of the process where monitoring might be required. This can be achieved through a systematic process analysis by using the available product/process specifications and supporting tools (model library and knowledge base).

3.2.2. Sensitivity analysis

Through a sensitivity analysis the critical process variables are identified from the selected list of process variables. The model library or process data (if available) are used for this analysis. To perform the sensitivity analysis, the process operational model is simulated through ICAS-MoT. The effect of each process variable on the target product properties is analyzed systematically through open loop simulation. The operational objectives have to be assessed first. If an operational objective is not achieved, then the process variables have to be analyzed. The variables which violate the operational limit and have a major effect on the product quality are considered as the critical process variables. For some of the variables
3.2.3. Interdependency analysis

The interdependency analysis is performed to select the appropriate actuators for each selected control variable. In this analysis the effect of process parameters on the individually selected critical process variable is compared. A special feature (Sales-Cruz and Gani, 2006) of ICAS-MoT can be used for this analysis. First, the response variable and the sensitivity parameters are selected. Then these parameters are perturbed and the effect of each parameter on the response variable is analyzed. The process parameter which has the most significant effect on the considered critical process variable (response variable) is selected as the actuator for that variable.

3.2.4. Performance analysis of monitoring tools

The performance analysis of the process monitoring tools is performed to select the appropriate monitoring tools for each measurable critical process variable. The measurement equipment for each measured critical process variable is selected from the knowledge base, where one is able to list all the available sensors included in the knowledge base for that variable. The performance of different types of measurement equipment can be compared. The monitoring tool is then selected on the basis of one or more of the following performance criteria: accuracy, precision and resolution, sensor drift, response time and cost and operating range. The type of performance criterion selected is application specific.

4. Case study: Fermentation process - Design of PAT system

The process flow sheet is adopted from the literature (Petrides et al., 1995) (see fig. 3).

4.1. Product property specifications

The desired product from the fermentation process is *E. coli* cells. At the end of the fermentation process, the assumed *E. coli* cell concentration is 30 g/liter (dry cell weight) in which the protein content is assumed to be 20% of the dry cell mass. The composition (mass basis) of the outlet stream from the fermentor comprises 2.95% biomass, 4.00% glucose, 0.58% salts, and 92.46% water.

4.2. Process specifications

The basic raw materials required include: starting culture (*E. coli* cells), nutrients (glucose and salts), tryptophan, water, ammonia and air. The process equipment includes: fermentor, mixing tank, continuous heat sterilizer, centrifugal compressor, air filter and storage tank.

4.3. Process analysis

The process analysis provides the following list of process variables: temperature in the fermentor, pH in fermentor, dissolved oxygen (DO) in the fermentor, dissolved CO₂ in the fermentor, coolant flow rate, coolant temperature, ammonia flow rate, stirrer speed in the fermentor, stirrer speed and stirring duration in the mixing tank, air flow rate to the fermentor, heat sterilization temperature, steam flow rate in sterilizer, stirrer speed in the mixing tank and stirring duration, cell growth rate, heat of reaction, substrate concentration, biomass concentration in the fermentor, homogeneity in the fermentor, homogeneity in the mixing tank.

4.4. Sensitivity analysis

Sensitivity analysis provides the following critical variables: temperature, pH, DO, dissolved CO₂, homogeneity in the fermentor and temperature in sterilizer and homogeneity in the mixing tank.

4.5. Interdependency analysis

Interdependency analysis is performed for each critical process variable to select the actuator. The obtained actuators are as follows: coolant flow rate for temperature, ammonia flow rate for pH, air flow rate for DO and dissolved CO₂, stirrer speed for homogeneity control in the fermentor, steam flow rate for heat sterilization temperature control and stirring duration for homogeneity in the mixing tank.

4.6. Performance analysis of monitoring tools

The performance of available monitoring tools (obtained from the knowledge base) for each measured variable is compared and monitoring tools are selected as follows: Thermocouple for temperature, electrochemical sensor for pH, optical sensor for DO and dissolved CO₂, and NIR for homogeneity.

4.7. Proposed process monitoring and analysis system

A feasible alternative of the process monitoring and analysis system is shown in fig. 3. Within the fermentor, the DO concentration, pH, temperature and homogeneity need to be monitored and controlled. Temperature in the heat sterilizer and homogeneity in the mixing tank also need monitoring and control. The aeration intensity used for DO control also influenced the dissolved CO₂ concentration, and thus it is not needed to control this variable explicitly. The critical process variables, corresponding monitoring tools and actuators are shown in fig. 3. The response time of the selected monitoring tools is also shown in the figure, which illustrates that the selected monitoring tools are robust enough to allow for successful implementation of the control system.
Figure 3. Fermentation process flow sheet with designed PAT system.

\( c \): controller, \( R \): response time, \( T90 \): time for 90% response, \( \text{NIR} \): near infrared,

[ ]: indicates the reference number in the knowledge base

5. Conclusions
A well-designed PAT system is essential to obtain the desired product quality consistently. In this work we proposed a model-based computer aided framework including the methods and tools for systematic design of PAT systems. The application of the developed framework and methodology was demonstrated through a fermentation process case study. The developed framework and methodology are generic: the proposed systematic approach to the design of a PAT system is complimentary to traditional process design, and should thus have a broad application range in chemical and biological processes.

6. Future work
The following case studies are being studied to demonstrate the application of the developed framework and methodology:
- Insulin production process which includes fermentation and downstream processing
- Tablet manufacturing process
- Crystallization process
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Gyroid Membranes Made from Nanoporous Block Copolymers

Abstract
Among many different potential applications of nanoporous materials from block copolymers we can find ultrafiltration membranes. Gyroid (GYR) morphology of block copolymers is a good candidate for membrane application since it is a bicontinuous structure and it does not need to be aligned to assure the percolation. After crosslinking the majority block and etching of the minority block, the nanoporous material is obtained. The self-supporting membranes of 0.5mm thickness, made by solvent casting technique, was analyzed for the possibility of separation of polyethylene glycol (PEG) molecules of different molecular weight dissolved in methanol/water (80/20) or in water/methanol (80/20) mixture. Permeates and feeds were analyzed by size exclusion chromatography (SEC). The very first results indicate that the cut-off value is between 8000 and 12000[g/mol]. Fluxes of pure solvents and feed solutions were measured. The value was around 1 [l/m²h].

Introduction
Pore size distribution determines the separation properties of porous membranes. Membrane properties depend also on the morphology and on the monodispersity of the pores. Of course the tunability of the pores is desired in order to obtain an efficient membrane. We can use the membrane for separation of the molecules of a small size if we can reduce the pore size diameter. Selectivity of the membrane can be much increased by obtaining the pores in the range of nanometers instead of micrometers. Separation and selectivity depends also on enthalpic interactions with the pore surfaces, therefore on the surface area and surface chemistry.

Potential application as separation media is mentioned in almost any article on nanoporous materials obtained from diblock copolymers. Till now the effort was to use the hexagonally packed cylinders morphology (HEX) and orient cylindrical cavities perpendicularly to the main surface of the membrane. Orientation of the cylinders in the flow direction and perpendicularly to the main surface is necessary in order to use the material as a membrane. A considerable amount of publications report on the preparation and characterization of thin nanoporous films showing the HEX morphology. Some authors showed that it can be used indeed as an ultrafiltration media, for example to separate viruses. In the case of membranes prepared from diblock copolymers, the gyroid (GYR) morphology is alternative to the hexagonal morphology. The biggest advantage of the cubic GYR structure is, that due to its isotropy it does not need to be oriented in any direction to ensure the percolation from one side of the membrane to the other. The reason for that is that this is a bicontinuous cubic structure of $Ia\bar{3}d$ symmetry. One disadvantage relates to the difficulty of preparation of the gyroid morphology, since it occurs in a narrow range of the diblock copolymer micro phase space, i.e. in a narrow range of composition, chain length and temperature. A strict control of the polymerization process is necessary in order to reduce the composition and chain length composition. This is possible by application of elaborate polymerization techniques such as living anionic polymerization and in lesser degree atom transfer radical polymerization (ATRP). However once the process of synthesis is standardized the samples with GYR morphology can be obtained. The diblock copolymer of 1,2-polybutadiene-1,2-PB-PDMS) with GYR morphology was synthetized by living anionic polymerization. Since both blocks of the copolymer have glass transition temperatures ($T_g$) below the room temperature it was necessary to crosslink the majority block before etching of the minority block. Otherwise the pores formed during the removal of the minority block would collapse on result of high internal Laplace pressure.
The gyroid morphology of diblock copolymers was characterized by many authors, but in our knowledge its use as a membrane application has not been reported till now. In our work we try to find out if nanoporous membranes prepared from diblock copolymer with GYR structure can fulfill the demands for the high selectivity and high fluxes? Can we obtain a membrane with very uniform pore size of diameter in the range of nanometers? What selectivity will we get and what kind of solvents can we use?

**Nanoporous materials preparation**

*Block copolymer synthesis.* The precursor block copolymer 1,2-polybutadien-b-polydimethylsiloxane was synthesized by the living anionic polymerization.

*Solvent casting and crosslinking.* Dicumyl peroxide (bis((α,α-dimethylbenzyl) peroxide) (DCP) (Merck) was used as the crosslinker. 1 mol% of DCP relative to the double bonds in the polybutadiene block was enough to assure pore stability after the etching process.

*Etching of PDMS.* 1M solution of tetrabutylammonium fluoride (TBAF) in tetrahydrofuran (THF) (Aldrich) was the compound used for etching PDMS the minority block from the crosslinked copolymer. According to established procedure 5 times molar excess of TBAF relative to the PDMS repeating unit and a reaction time of 36h assure quantitative removal the PDMS block. A nanoporous sample, referred as Sample 1 was obtained after etching.

**Membrane performance**

*Setup.* A simple set up (Figure 1a) was used for the filtration experiments. Nitrogen was the gas used to create pressure on the feeding side of the membrane. The gas reducer, manometer, security valve, stainless pipes and membrane device were the main parts of setup. The membrane was placed in a home-made device of stainless steel (Figure 1b).

![Figure 1](image)

**Size separation**

Polyethylene glycols of different molecular weight were codissolved in solutions: 1000 g/mol, 3000 g/mol, 8000 g/mol, 10000 g/mol, 12000 g/mol, 35 000 g/mol and 100 000 g/mol.

Polyethylene glycols were dissolved in a mixture of MeOH and water (80:20 volume ratio). 20% of water was added in order to assure better dissolution of high molecular weight PEG.

Firstly the solution of PEG 1000[g/mol], PEG 10 000[g/mol] and PEG 100 000[g/mol] in MeOH/water (80:20) was prepared. The concentration of each of the components was 0.5mg/ml. This solution is called Feed A. Such a wide range of molecular weights was chosen for the preliminary experiment to give us some idea about the cut off value. After getting the first results it occurred that the molecular weights range can be reduced.

The solution of PEG 1000[g/mol], PEG 3 000[g/mol], PEG 8 000[g/mol], PEG 12 000[g/mol] and PEG 35 000[g/mol] was prepared. Like in the previous case the concentration of each of the components was 0.5mg/ml. This solution is called Feed B.

The third feed solution was prepared in order to see if the same separation results were obtained if dissolve PEGs from Feed B in MeOH/Water (20:80) and use the sample wet in methanol. This solution is referred to as Feed C.

**Materials characterization**

*Electron microscopy.* Each sample for Scanning Electron Microscopy (SEM) was prepared by crushing it in the agat mortar filled with liquid nitrogen. Crushed pieces were than placed on the aluminum specimen mount covered by the Ted Pella double coated carbon tabs. Pieces were additionally stabilized by CCC Carbon Adhesive (Electron Microscopy Science). Samples were investigated by Scanning Electron Microscopy (SEM): Zeiss 1540 EsB Gemini SEM at the low electron beam accelerating voltage of 2kV. In order to avoid any charging of the samples each of them was sputter-coated with 2-3 nm layer of gold in a Polaron SC7640 instrument. Before the investigation samples were kept for 12-14h in the microscopy chamber.

*Chromatography.* The separation properties of membrane were quantified by analyzing the feed solution and collected permeates with Size Exclusion Chromatography (SEC). Water was the eluent at a flow rate of 0.6 ml/min. The injection volume was 40µl. The column used was Waters UltrahydrogelTM Guard Column. Apparatus is made by Waters, consists of Waters™ 717plus Autosampler; Waters™ 600 Controller and Waters™ 410 Refractive Index Detector.
Results and discussion

Electron microscopy.
Investigation of the gyroid morphology with electron microscopy is quite complex, since we observe different surface morphologies depending on the fracture of the sample. Projections along different directions occur as characteristic patterns like: “knitting”, “wishbone” or “wagon wheel”. Figure 2a shows a “knitting” pattern which results from cut along the (211) symmetry plane of unit cell. This result from SEM corresponds very well to the computer graphics which can be found in literature10,11 (Figure 2b). Bright phase corresponds to the 1,2-polybutadiene whereas dark phase corresponds to the pores after etching polydimethylsiloxane block. Pore diameter obtained from SEM pictures was 13±2 nm. The graphical representation of the gyroid network is shown on Figure 2c.

Membrane basic characterization.

Size separation of polymers

Size separation

10ml of Feed A and Sample 1 were placed in the filtration device. Permeates were analysed by SEC. By the 1st Permeate we understand the first 0.8ml of permeate collected in the 1ml glass and analysed by SEC. 2nd Permeate and 3rd Permeate were the following 0.8ml and 0.6ml of collected volume respectively. Results are presented on Figure 3a as the detector response in millivolts[mV] vs. retension time in minutes [min]. Values of fluxes (1st, 2nd and 3rd Flux) of the following permeates in liters/m²h at 39.6±3.4 bar are presented in the right down corner of Figure 3a. The flux of MeOH/water (80/20) on the dry disc for comparison was: 1.1 [l/m²h] at 38 bar, which almost does not differ from the flux of PEG dissolved in the same solvent.

After running the SEC the PEG 100 000 [g/mol] appeared as two peaks. That is why it is marked by quotation-marks.

Figure 3 a) Size exclusion chromatography results of filtration Feed A on Sample 1. b) Retension curve based on the analysis of feed and permeates peaks height.

The retension (R) value (Figure 3b) is calculated as:

\[ R = 1 - \frac{C_p}{C_F} \]

Where: C_p and C_F are the concentration [mg/ml] of the permeate and the feed respectively. Knowing the concentration of each of PEG in the Feed A (0.5 mg/ml) we find the concentration of the permeate from the ratio of permeate to feed peak height.

From the Figure 3 we can see that the membrane is permeable for PEG 1000 and retension for this molecule decreases with the following collected permeates. The peak for PEG 10000 in all permeates is gone and retension for these molecules reaches value of 1.

The membrane side was swapped after the above experiment so we could obtain the reverse flow through the sample in order to clean the membrane from the separated molecules. 0.8 ml of MeOH/water (80/20) at 38 bar was percolated through the membrane.

The Sample 1 was placed back in the original position in the device filled with 10 ml of Feed B. Permeates were analysed by SEC. The 1st, 2nd and 3rd Permeate mean the first, second and third 0.8ml of permeate collected. Results are presented on Figure 4.
Figure 4 a) Size exclusion chromatography results of filtration Feed B. b) Retension curve based on the analysis of feed and permeates peaks height.

Unexpected result shows quite high retention for PEG 3000 (0.68 for the third permeate). Retensions for PEG 8000, PEG 12000 and 35000 as 0.92; 0.98 and 1 respectively, fits well with the results from the previous experiment (Figure 3).

The Sample 1 was stored in methanol for 99 days and nights. Than it was placed in the device filled with water/methanol 80/20. 1.6 ml of water/methanol 80/20 was percolated and the flux was measured.

The device was filled with 10ml of Feed C after that. Four following permeates (three times 0.8ml and last one 0.6ml) were collected and analysed by SEC. Results are presented on Figure 5.

Conclusions

We managed to obtain a nanoporous material showing the gyroid morphology. Material is characterized with different techniques and the pore size is known. We can see that even with rather primitive, self-supporting kind of membrane of very high thickness, we can get some separation of the polyethylene glycol molecules.
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High Performance Anti-Corrosive Coatings

Abstract
A very important mechanism of organic coating deterioration is the cathodic delamination, which occur on defect coatings immersed in a neutral electrolyte. Quantification of the most important steps responsible for the degradation of organic coatings in a fundamental mathematical model may be an important tool in development of novel high performance anticorrosive coatings and lifetime predictions.

Introduction
Throughout the last decade, organic coatings have been widely applied for protection of metals against corrosion. Though various kinds of steel corrode at different rates, depending on their composition and the presence of mechanical stresses, the basic corrosion reactions are the same. On a steel surface some areas are anodic relative to other areas that are cathodic [1]. At anodes the following reaction takes place

$$2\text{Fe}(\text{s}) \rightarrow \text{Fe}^{2+} + 2e^-$$ (1)

and the cathode oxygen is reduced to hydroxyl ions

$$2\text{H}_2\text{O}(l) + \text{O}_2(aq) + 4e^- \rightarrow 4\text{OH}^-$$ (2)

According to Leidheiser et al. [2], reaction (2) is catalyzed by oxidized metals and does not occur to a significant degree in the absence of a solid. The overall reaction can be written as

$$2\text{Fe}(s) + 2\text{H}_2\text{O}(l) + \text{O}_2(aq) \rightarrow 2\text{Fe}^{2+} + 4\text{OH}^-$$ (3)

In the presence of dissolved oxygen, oxidation of ferrous hydroxide will lead to formation of hydrated magnetite, $\text{Fe}_3\text{O}_4\cdot\text{H}_2\text{O}(s)$, known as rust.

$$\text{Fe(OH)}_3 \cdot \text{O}_2(aq) \rightarrow 2\text{Fe}_3\text{O}_4\cdot\text{H}_2\text{O}(s) + 2\text{H}_2\text{O}(l)$$ (4)

Despite significant improvement in existing coating technologies, problems continue to exist in the long-term protection of metal from aggressive environments.

Specific Objectives
If an anticorrosive coating containing a defect (e.g. a scratch or a scribe) is exposed to the environment, corrosion may initiate much more rapidly than for a defect-free coating. The cathodic delamination is one of the more important processes promoting the degradation of a defect protective organic coating immersed in neutral electrolyte solutions [3]. Cathodic delamination is the result of disruption of the bondings between coating and metal surface. Hence the bare metal is exposed to the surrounding environment, promoting corrosion and further degradation of the anticorrosive coating.
An schematic illustration of the main degradation mechanism of submerged organic coatings (e.g. blistering and cathodic delamination) is given in figure 1.

**Figure 1:** Schematic cross-section view of the blistering and delaminating processes that may occur in a damaged anticorrosive coating. After [3].

Figure 2 shows a top view of a test panel, which has been exposed to artificial sea water. Corrosion is clearly visible, but the degradation of the coatings is not visible (requires removal of the coating).

**Figure 2:** Top view of corrosion on test panel containing an artificial defect (scribe). Corrosion is clearly visible, but the degradation of the coatings is not visible.

The reason for the cathodic delamination is proposed to be so-called polarization [4]. The cathodic polarization of the steel arises when the anodic and cathodic reactions take place at a defect in the coating. The process moves forward under coatings due to continuous migration of water and oxygen (necessary for the cathodic reaction) and positive ions, necessary in order to locally balance the electric charge [5].

Premature coating failure may decrease structural reliability and extreme expenses are associated with corrective repair. Hence it is important to be able to estimate the lifetime and performance of an anticorrosive coating system in a reliable fashion.

The key to lifetime estimations and design of novel or improved formulations of anticorrosive coatings lies in the potential failure mechanisms. It is essential that the controlling mechanisms are identified and quantified through laboratory experiments.

The purpose of this project is to obtain detailed knowledge on the mechanism of cathodic delamination and quantify the most important physical and chemical mechanisms in a fundamental mathematical of coating behaviour.

**Discussion**

Typical organic coatings are so permeable to oxygen and water that the transport of oxygen or water cannot control the rate of cathodic delamination [5]. Hence another mechanism must control the rate of degradation. Feser and Stratman [6] have suggested that interfacial transport of sodium ions from a defect in the coating to the delamination front controls the rate of cathodic delamination. This hypothesis is supported by the fact that Wapner et al. [7] have reported that the interfacial transport of water and sodium ions is several orders of magnitude greater than the transport of the corresponding species through the bulk polymer. Experimental results, which show a linear relationship between the disbonded area and $t^{1/2}$ provide experimental evidence for the fact that interfacial transport may control the rate of cathodic delamination [8].

**Conclusions**

Cathodic delamination is an interfacial phenomena, which may be controlled by diffusion of reactants and ions from a defect in the coating to the delamination front. Future work will focus on revealing the detailed mechanism of cathodic delamination.

**Acknowledgements**

The project is funded by Technical University of Denmark and carried out in corporation with Hempel A/S.

**References**

Micro-Sensor Based on Click Chemistry

Abstract

During the last couple of years micro-sensors have received increased attention and the fabrication of micro devices shows a great promise for future applications. Recently a number of highly efficient reactions termed click chemistry have found many applications within macromolecular chemistry. Here the preparation of a new azide functional conductive polymer based on poly(3,4-ethylenedioxythiophene) and its functionalization by click chemistry is presented. This polymer is thought as a precursor for future micro-sensor devices.

Introduction

A micro sensor would normally be based on at least two elements, a receptor element that would bond or interact with the desired target and a responding element that could deliver a response upon detection. This type of system could be based on a conductive polymer as the responding element. If that polymer could be functionalized with different receptors it would be possible to use changes in conductivity upon interaction with a desired target molecule as detection mechanism.

Conducting polymers have been extensively studied during the last few decades for many different applications among others, electrochemical sensors e.g. a biosensor[1]. For the preparation of functional conductive polymers one of the challenges is to produce a functional monomer that would be able to withstand the polymerization conditions. Different functional groups affect the polymerization conditions differently, and thus a standard method to apply different functionalities would be desired. In this respect the recently developed click chemistry[2],[3] is a very good candidate for post polymerization functionalization. By performing the functionalization after polymerization it is only demanded that one monomer can withstand polymerization independent of the desired receptors that can be introduced afterwards.

In the work presented here we have applied a click chemistry approach, where a new functional monomer has been prepared. The monomer, 3,4-(1-azidomethyl-ethylene)dioxythiophene, can withstand the polymerization conditions and have been applied in post polymerization functionalization to obtain new conductive polymers. With the application in micro sensor devices in mind this system is ideal for different receptors, where the standardized method could be applied for all systems.

Specific Objectives

This PhD project is focused towards the application of click chemistry in the preparation of micro sensor systems. Here the preparation of a new conductive polymer and its functionalization through click chemistry is presented. Presently we are working on the preparation of micro sensors by this approach.

Results and Discussion

In order to prepare a PEDOT for use in the click approach it was necessary to synthesize either an alkyne or an azide monomer based on 3,4-ethylenedioxythiophene (EDOT). It was decided to prepare the azide monomer, since that would not have to be protected during polymerization[4] in contrast to the alkyne[5]. The new monomer was synthesized as shown in Scheme 1. A transethanification using 3-bromo-1,2-propanediol gives the bromine functional monomer, 1, and this is subsequently substituted using NaN₃ to give the product monomer EDOT- N₃, 2. The reactivity of the monomer was checked in a model reaction using standard click conditions and gave the expected product, 13.
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Introduction

A micro sensor would normally be based on at least two elements, a receptor element that would bond or interact with the desired target and a responding element that could deliver a response upon detection. This type of system could be based on a conductive polymer as the responding element. If that polymer could be functionalized with different receptors it would be possible to use changes in conductivity upon interaction with a desired target molecule as detection mechanism.

Conducting polymers have been extensively studied during the last few decades for many different applications among others, electrochemical sensors e.g. a biosensor[1]. For the preparation of functional conductive polymers one of the challenges is to produce a functional monomer that would be able to withstand the polymerization conditions. Different functional groups affect the polymerization conditions differently, and thus a standard method to apply different functionalities would be desired. In this respect the recently developed click chemistry[2],[3] is a very good candidate for post polymerization functionalization. By performing the functionalization after polymerization it is only demanded that one monomer can withstand polymerization independent of the desired receptors that can be introduced afterwards.

In the work presented here we have applied a click chemistry approach, where a new functional monomer has been prepared. The monomer, 3,4-(1-azidomethyl-ethylene)dioxythiophene, can withstand the polymerization conditions and have been applied in post polymerization functionalization to obtain new conductive polymers. With the application in micro sensor devices in mind this system is ideal for different receptors, where the standardized method could be applied for all systems.

Specific Objectives

This PhD project is focused towards the application of click chemistry in the preparation of micro sensor systems. Here the preparation of a new conductive polymer and its functionalization through click chemistry is presented. Presently we are working on the preparation of micro sensors by this approach.

Results and Discussion

In order to prepare a PEDOT for use in the click approach it was necessary to synthesize either an alkyne or an azide monomer based on 3,4-ethylenedioxythiophene (EDOT). It was decided to prepare the azide monomer, since that would not have to be protected during polymerization[4] in contrast to the alkyne[5]. The new monomer was synthesized as shown in Scheme 1. A transethanification using 3-bromo-1,2-propanediol gives the bromine functional monomer, 1, and this is subsequently substituted using NaN₃ to give the product monomer EDOT- N₃, 2. The reactivity of the monomer was checked in a model reaction using standard click conditions and gave the expected product, 13.
The polymerization method published earlier[6] was not efficient with this new monomer, it appears to have a lower reactivity compared to ordinary EDOT. The polymerization rate under standard conditions is limited by pyridine, however, by omitting pyridine from the mixture the polymerization of EDOT-N_3 occurred under otherwise similar conditions.

To monitor the reaction on the surface it was decided to produce a fluorescent alkyne and detect this by fluorescence microscopy/spectroscopy. Fluorescein was chosen as precursor since it is an inexpensive fluorophore and has a sufficiently high quantum yield, even after modification of the phenol and the acid group. It was expected that only a surface layer would be functionalized and this would be difficult to detect with other techniques. In addition to this the UV/VIS spectra of fluorescein could also be used to estimate the degree of reaction at higher concentrations.

The alkyne functional fluorophore was synthesized as shown in Scheme 2. First the methyl ester of fluorescein was prepared through an ester synthesis in accordance to the method by Moore et al.[7]. In the second step the alkyne was introduced using a Mitsunobu ether synthesis in moderate yields, 48%.

At first the click reactions were performed on the polymer surface in H_2O with a catalyst system of CuSO_4 and sodium ascorbate. To make the fluorophore water soluble 11 was deprotected under acidic conditions. Click reactions performed in an alkaline environment (to dissolve the fluorescein alkyne) were ineffective and the approach was dropped. The solvent was replaced by DMF and the catalyst system of CuSO_4/sodium ascorbate was applied together with 11, which was much more efficient. A reference reaction was performed without the catalyst CuSO_4 but with otherwise equivalent conditions. Fluorescent microscopy images of the clicked polymer (14) and the reference sample are presented in Figure 1.

The distinct fluorescence in a) clearly shows that the reaction has proceeded and with the nonfluorescent reference sample in b) absorbed reagent can be disregarded. The image in Figure 1 a) shows the boundary of the exposed area, hence film in the bottom right corner has not been exposed to “click” solution. That the reaction did not work in H_2O was attributed to solubility issues. Earlier results in our group show that free acids are compatible with the cycloaddition[8].

Figure 1. Fluorescence microscopy of the clicked surface, a (14); and the reference prepared without CuSO_4 under otherwise equivalent conditions, b.

The thickness of the clicked film and the reference film was measured with a mechanical profilometer before and after the reaction. The thickness of the clicked film increased from 240 nm to 420 nm (+/-10 nm) corresponding to an increase of 75%. The reference film showed a decrease from 235 nm to 220 nm. The significant volume expansion of the clicked film shows that the reaction is not only limited to the surface layer, but is also occurring in the bulk phase. Fluorescent microscopy was performed on the pristine 11 spin coated on a glass slide (not shown) and compared with the clicked sample. The detected
fluorescence from 11 was significantly stronger than the clicked sample. This can however be explained by quenching from the conducting polymer backbone. Ramanaciuviene et al.[9] reports that the conducting polymer polypyrrole quenches fluorescein and rhodamine B with almost 100%. A similar behavior could be expected from PEDOT.

X-ray photoelectron spectroscopy (XPS) was additionally used to investigate the clicked surfaces. The high resolution peak of nitrogen shown in Figure 2 can be used to check for remaining azides on the surface due to the difference in binding energies of nitrogen in the triazole and the azide. As the azide nitrogens exist in two different states they will give two peaks in XPS, one at 400eV and one at 405eV in a ratio 2:1. The XPS results clearly show the difference in binding energies from PEDOT-N3 to the product triazole and no residual azide is detected. Since XPS has a penetration dept of approximately 10nm this confirms that the reaction has taken place on the surface. In combination with the data from the model reaction, fluorescense spectroscopy, thickness measurements and UV/VIS data (examples given in Figures 3 and 4) this clearly shows that the click reaction has been performed on the polymer substrate.

![Figure 2](image2.png)

**Figure 2.** N (1s) high resolution peak for PEDOT-N3 (3) and the product triazole (21).

Mechanical stirring is not possible in the reaction mixture on the polymer surface and all mixing of the reagents is thus dependent on diffusion. Therefore the necessary catalyst concentration within reasonable time frames was investigated. UV/VIS spectroscopy of the films produced with a catalyst amount of 5, 20 and 100% catalyst based on the alkyne is presented in Figure 3 and compared to a thin layer of 11 spincoated on a glass slide. The UV/VIS spectrum shows that the 20% and 100% samples have the same three characteristic peaks as 11, although they are shifted 5-10 nm downwards. The strong absorption peaks supports the assumption that more than a surface layer of fluorescein is present after the reaction.

![Figure 3](image3.png)

**Figure 3.** Fluorophore (11) loading on PEDOT-N3 (3) as effect of catalyst concentration in 20h of reaction yielding the functionalized polymer, 14.

The UV/VIS absorption of the three fluorescein peaks reaches a maximum already at 20% catalyst and conducting the reaction with 100% catalyst made no significant difference. Two explanations for this result seem feasible. Either 20% is sufficient, given the diffusion, to make the reaction proceed to completion within reasonable time or the azide groups on the surface are saturated at 20% loading. The concentration of azides on the surface is based on a very rough assumption that 1mg of azide functional polymer is reacted, and that all azide groups are accessible.

Based on 20% catalyst loading the reaction time was monitored using UV/VIS as shown in Figure 4.

![Figure 4](image4.png)

**Figure 4.** Fluorophore (11) loading on PEDOT-N3 (3) as a function of reaction time with a constant catalyst concentration of 20%, yielding 14.

The reaction proceeds mainly during the first 20 hours and then the increase in intensity gradually decreases over time. This decrease in the rate is believed to be due to steric hindrance in the bulk of the polymer film as the loading increases and less free sites are available for reaction. It would demand unreasonable long reaction times to obtain complete
reaction of all azides, and thus the loading obtained after 20h has been found sufficiently high.

The conductivity of the film is not surprisingly affected by the treatment. Before reaction the conductivity of the films are around 60 S/cm. During the reaction the film is reduced by the sodium ascorbate, causing a dramatic drop in conductivity to around 0.2-0.3 S/cm. Most of the conductivity is however regained by reoxidation in an aqueous solution of Fe(III)tosylate ending at approximately 15 S/cm. The loss in conductivity is not as significant as it appears; a considerable decrease is expected due to the increase in volume.

Conclusion

We have developed the synthesis of a new azide monomer, EDOT-N₃, and demonstrated that it can be polymerized to PEDOT-N₃, which can be used as a precursor to obtain conductive polymers with different functionalities. A click reaction with a fluorescein derivative has been performed on the surface, and the reaction conditions have been optimized for other applications. Reoxidation of the samples after functionalization reestablished the conductivity to a reasonable level. We believe that this method can be applied for other systems with different functional groups. The approach is well suited for new sensor devices and we are currently working on the development of different systems.

Acknowledgements

Thomas Steen Hansen and Niels Bent Larsen from Risø national laboratory are acknowledged for their contributions to the work presented here. DTU and the Danish Research Council for Technology and Production Sciences are acknowledged for funding (framework programme ‘Design and Processing of Polymers for Microfluidic Applications’, grant 26-04-0074).

References


List of Publications.

A Group Contribution (GC) method is coupled with the Perturbed-Chain Statistical Associating Fluid Theory (PC-SAFT) Equation of State (EoS) to predict its characteristic pure compound parameters. The estimation of group contributions for the parameters is based on a parameter database with 400 low-weight compounds estimated by fitting experimental vapour pressures and liquid densities. The method is successfully used to estimate the PC-SAFT parameters for commonly used compounds. Using the new parameters as calculated from the proposed GC scheme, simplified PC-SAFT gives promising modelling results of various binary mixtures exhibiting both vapour-liquid and liquid-liquid phase equilibria. In summary, the data required for calculating phase equilibria with the proposed method are the molecular structure of the compound of interest in terms of functional groups and a single binary interaction parameter for accurate mixture calculations.

The prediction or correlation of the thermodynamic properties and phase equilibria with equations of state still remains an important goal in chemical and related industries. In the early 1980’s the theory of Wertheim emerged from statistical thermodynamics. This method has been implemented into a new generation of engineering Equations of State (EoS) called Statistical Associating Fluid Theory (SAFT). Three comprehensive reviews of the development and applications of the various types of SAFT are available for further information [1-2].

Simplified PC-SAFT [3-4] is as a non-cubic, segment-based EoS designed specifically to deal with systems containing polymers and associating fluids and has been successfully applied to a number of complex systems over wide ranges of conditions. The model development of the PC-SAFT EoS is described in detail by Gross and Sadowski [3], while the main equations of the simplified PC-SAFT are given by von Solms et al. [4].

Our work aims in developing a theoretically based engineering tool that can be used for complex mixtures of importance to polymer and pharmaceutical industries. Common characteristics of these applications are a high complexity of molecules involved, the presence of various types of intermolecular forces (polarity, hydrogen bonding, etc.), and the frequent coexistence of many phases at equilibrium e.g. vapour-liquid-liquid or solid-liquid-liquid. The thermodynamic model developed in this work is a group-contribution version of the simplified PC-SAFT [4] equation of state where the parameters of the model are estimated via group contributions based on the “conjugation principle” [5].

The suggested solution to this problem is to develop a group contribution scheme for estimating the parameters of these equations of state from low molecular weight compounds for which data is available and then extrapolate to complex molecules.
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Abstract

A Group Contribution (GC) method is coupled with the Perturbed-Chain Statistical Associating Fluid Theory (PC-SAFT) Equation of State (EoS) to predict its characteristic pure compound parameters. The estimation of group contributions for the parameters is based on a parameter database with 400 low-weight compounds estimated by fitting experimental vapour pressures and liquid densities. The method is successfully used to estimate the PC-SAFT parameters for commonly used compounds. Using the new parameters as calculated from the proposed GC scheme, simplified PC-SAFT gives promising modelling results of various binary mixtures exhibiting both vapour-liquid and liquid-liquid phase equilibria. In summary, the data required for calculating phase equilibria with the proposed method are the molecular structure of the compound of interest in terms of functional groups and a single binary interaction parameter for accurate mixture calculations.

Introduction

The prediction or correlation of the thermodynamic properties and phase equilibria with equations of state still remains an important goal in chemical and related industries.

In the early 1980’s the theory of Wertheim emerged from statistical thermodynamics. This method has been implemented into a new generation of engineering Equations of State (EoS) called Statistical Associating Fluid Theory (SAFT). Three comprehensive reviews of the development and applications of the various types of SAFT are available for further information [1-2].

Simplified PC-SAFT [3-4] is as a non-cubic, segment-based EoS designed specifically to deal with systems containing polymers and associating fluids and has been successfully applied to a number of complex systems over wide ranges of conditions. The model development of the PC-SAFT EoS is described in detail by Gross and Sadowski [3], while the main equations of the simplified PC-SAFT are given by von Solms et al. [4].

Our work aims in developing a theoretically based engineering tool that can be used for complex mixtures of importance to polymer and pharmaceutical industries. Common characteristics of these applications are a high complexity of molecules involved, the presence of various types of intermolecular forces (polarity, hydrogen bonding, etc.), and the frequent coexistence of many phases at equilibrium e.g. vapour-liquid-liquid or solid-liquid-liquid. The thermodynamic model developed in this work is a group-contribution version of the simplified PC-SAFT [4] equation of state where the parameters of the model are estimated via group contributions based on the “conjugation principle” [5].

Specific Objectives

Most SAFT-type models require three parameters for each pure non-associating compound: the segment number (m), the interaction energy (ε/k in K), and the hard-core segment radius (σ in Å) that are typically estimated from vapour pressure and liquid density data over extended temperature ranges. This has been possible for small complex compounds for which such data are readily available. However, for more complex compounds such as polymers, pharmaceuticals and pesticides, vapour pressures and liquid densities are not available and in many cases they cannot even be measured. As mentioned, this limits the applicability of the models.

The suggested solution to this problem is to develop a group contribution scheme for estimating the parameters of these equations of state from low molecular weight compounds for which data is available and then extrapolate to complex molecules.
**Theory and Background**

**Simplified PC-SAFT**

The following section summarizes the main equations of simplified PC-SAFT.

The reduced Helmholtz energy for mixtures of associating molecules is given as follows:

\[ a = \frac{A}{kTN} = a^i + a^ii + a^iaw + a^{assoc} \]  

(1)

where the first term is the ideal gas contribution, the second term is the contribution of the hard-sphere chain reference systems, the third term is the dispersion contribution arising from the square-well attractive potential, and the last term is the contribution due to association. The expressions for the contributions from the ideal gas and dispersion are identical to those of Gross and Sadowski [3]. The contribution to the hard-chain term is made up of two contributions: the hard-sphere term and the chain term, 

\[ \bar{a}^{hs} = m \bar{a}^{hs} - \sum_i x_i (m_i - 1) \ln g_{ii}^{hs} (d_i^{hs}) \]  

(2)

where \( x_i \) is the mole fraction of component \( i \) and \( \bar{m} \) is a mean segment length defined as \( \bar{m} = \sum_i x_i m_i \) and the hard-sphere term is given by

\[ \bar{a}^{hs} = 4\eta - 3\eta^2 \left( \frac{1 - \eta}{\eta} \right)^2 \]  

(3)

The radial distribution function at contact is

\[ g^{hs} (d^+) = \frac{1 - \eta}{\eta} \]  

(4)

The volume fractions \( \eta = \frac{\bar{m}d_0}{6} \) are based on an average diameter given as following:

\[ d = \left( \frac{\sum x_i m_i d_i}{\sum x_i m_i} \right)^{\frac{1}{3}} \]  

(5)

where the individual \( d_i \) are temperature-dependent segment diameters

\[ d_i = \sigma_i \left[ 1 - 0.12 \exp \left( -3 \frac{E_i}{kT} \right) \right] \]  

(6)

Thus, it is assumed that all the segments in the mixture have a mean diameter \( d \), which gives a mixture volume fraction identical to that of the actual mixture.

Extension to mixtures requires combining rules for the segment energy and diameter. The following Lorentz-Berthelot rules

\[ \varepsilon_j = \sqrt{\varepsilon_i \varepsilon_j (1 - k_{ij})} \quad \text{and} \quad \sigma_j = \frac{\sigma_i + \sigma_j}{2} \]  

(7)

are employed for the calculations. For mixtures where experimental data are available, a binary interaction parameter, \( k_{ij} \), can be used as a correction to the geometric mean rule.

**Group-Contribution approach**

Unlike other group contribution (GC) approaches found in the literature, this GC methodology includes two levels of contributions, both first-order groups (FOG) and second-order groups (SOG) that can, to some extent, capture the proximity effects and distinguish among structural isomers. The basic level includes contributions from first-order functional groups such as those currently applied for the estimation of mixture properties. The next level considers a set of simple and small SOG, which uses the FOG as building blocks. The definition and identification of SOG are theoretically based on the concept of conjugation operators according to the ABC theory of molecular structures [6], whose basic property is the standard enthalpy of formation at 298K. Every molecule has definitely FOG, but it may or may not have SOG.

At the present, a group contribution scheme including 45 FOG and 26 SOG contributions is developed. Assuming that a given molecule contains \( n \) groups of type \( i \), the following relations are applied:

\[ m_{molecule} = \sum_i n_i m_i \text{FOG} + \sum_j n_j m_j \text{SOG} \]  

(8)

\[ (m\sigma^i)^{molecule} = \sum_i n_i m_i \sigma^i \text{FOG} + \sum_j n_j m_j \sigma^j \text{SOG} \]  

(9)

\[ (m\varepsilon/k)^{molecule} = \sum_i n_i m_i \varepsilon_i/k \text{FOG} + \sum_j n_j m_j \varepsilon_j/k \text{SOG} \]  

(10)

where \( m_i, \sigma_i, \) and \( \varepsilon_i/k \) are the contributions of the FOG of type \( i \) that appears \( n_i \) times, and \( m_j, \sigma_j, \) and \( \varepsilon_j/k \) are the contributions of the SOG of type \( j \) that appears \( n_j \) times.

Using the above approximations, the pure parameters of simplified PC-SAFT EoS for each investigated compound can then be calculated where the only input needed is the molecular structure in terms of present functional groups and the molecular weight for the case of polymer calculations.

**Example: Poly (iso-propyl methacrylate) (PIPMA)**

Using the values of the present FOG and SOG contributions, the following results are obtained:

<table>
<thead>
<tr>
<th>FOG(i)</th>
<th>Occurrences ( n_i )</th>
<th>( m_i )</th>
<th>( m_i\sigma^i )</th>
<th>( m_i\varepsilon_i/k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH = CH</td>
<td>3</td>
<td>1.93309</td>
<td>102.3086</td>
<td>388.1598</td>
</tr>
<tr>
<td>CH = CH</td>
<td>1</td>
<td>0.384329</td>
<td>24.33981</td>
<td>66.20842</td>
</tr>
<tr>
<td>CH</td>
<td>1</td>
<td>0.043834</td>
<td>13.95391</td>
<td></td>
</tr>
<tr>
<td>COO</td>
<td>1</td>
<td>-0.49208</td>
<td>2.325415</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>1</td>
<td>1.43911</td>
<td>32.51328</td>
<td>351.1344</td>
</tr>
</tbody>
</table>

\[ \sum_n n_i m_i = 3.30828 \quad 175.64107 \quad 898.8434 \]

<table>
<thead>
<tr>
<th>SOG(j)</th>
<th>Occurrences ( n_j )</th>
<th>( m_j )</th>
<th>( m_j\sigma^j )</th>
<th>( m_j\varepsilon_j/k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH = CH</td>
<td>1</td>
<td>0.01626</td>
<td>0.28087</td>
<td>-0.83615</td>
</tr>
</tbody>
</table>

\[ \sum_n n_j m_j = 0.01626 \quad 0.28087 \quad -0.83615 \]

The molecular weight of the repeating unit for PIPMA is 128.17 g/mol. From those values, the following PC-SAFT parameters are calculated:

\[ m/M_w = (3.30828 + 0.01626)/128.17 = 0.02594 \]

\[ \sigma = \sqrt{(m\sigma^i)/m} = \sqrt{(175.64107/3.30828)} = 3.7543A \]

\[ \varepsilon/k = (m\varepsilon/k)/m = 889.0073/3.3245 = 267.41K \]
Results and discussion
A few modelling results of phase equilibria of binary systems obtained with the simplified PC-SAFT are presented in the following.

Non-polymer systems

LIGHT GASES: The expanded liquid region in Figure 1 shows that neon is moderately soluble in liquid argon in the range of temperatures and pressures studied. Those liquid lines show a small but unmistakable decrease in slope with increasing temperature, indicating an increase in solubility with temperature at a constant partial pressure of neon.

Figure 1. Isothermal P-x diagram of argon-neon mixture at 84.42K (diamantes), 95.82K (squares), 110.78K (triangles), and 121.36K (circles), where the solid lines are the correlations with simplified PC-SAFT (kij=0.14).

BENZENE MIXTURES: Benzene being one of the most important feedstock’s for the chemical industry is used for the manufacture of a wide range of everyday items. As shown in Figure 2, after calculating model parameters for both compounds, the benzene-squalane mixture is reasonably well predicted with the simplified PC-SAFT model.

Figure 2. VLE of benzene+squalane. Experimental data (points) and simplified PC-SAFT predictions with FOG (dotted lines) and with SOG included (solid lines).

POLYNUCLEAR AROMATIC HYDROCARBONS (PAHS): This group of more than 100 different chemical compounds that results from the incomplete combustion of organic materials such as coal, oil, wood, etc., have a wide-range of potential commercial applications.

Figure 3. VLE for the system tetralin-biphenyl.

The results in Figure 3 show that for this particular system, the model cannot accurately calculate saturated vapour pressures of tetralin, and therefore the correlated results still deviate from the experimental data. This is an example where the approach needs some improvements in order to model this type of compounds more accurately. The issue calls for further evaluation.

POLAR COMPOUNDS: Phase behaviour of some polar compounds has been analysed as well. Dipole interactions have a significant effect on the phase behaviour of systems of industrial importance such as mixtures containing ketones, esters, ethers, and aldehydes, as well as many polar polymers, copolymers, and different biochemicals.

Figure 4. VLE for the system pentane-propanal. Experimental data at 313K (points) and simplified PC-SAFT predictions (dotted lines) and correlations (solid lines).

Although the methodology of this work is primarily targeted at non-associating solutions, Figure 4 shows that for this particular system, the model gives rather good correlations without including additional polar terms.
**Polymer systems**

The presented GC method is able to reproduce the experimental densities of polymers over a wide range of temperatures and pressures with an average error of 2.24%. Figure 5 reports predictions of densities of some investigated polymers at the pressure of 1 bar. For a purely predictive method the accuracy of the density predictions is considered to be reasonably good.

![Figure 5](image)

**Figure 6.** Polymer density predictions (lines) with simplified PC-SAFT using group-contribution estimated parameters as a function of temperature at P=1 bar. Experimental data are indicated with points.

Presented in Figure 7 is the VLE phase diagram of poly(vinyl acetate)(PVAc)-methyl acetate system. This system is rather well predicted at all three temperatures and excellent correlations are achieved using a small negative temperature-independent binary interaction parameter ($k_{ij}=-0.005$).

![Figure 7](image)

**Figure 7.** VLE for the system PVAc-methyl acetate.

Comparisons of modelled results with experimental LLE data provide a much more rigorous test and challenge for a model and its parameters than comparison with experimental VLE data. This test is shown in Figure 8.

The results presented in Figures 6-8 demonstrate that properly calculated pure predictive group-contribution-estimated polymer parameter values can result in quite accurate modelling of mixture phase equilibria. For many other systems investigated in this work, a small $k_{ij}$ value is needed so that the model can accurately correlate experimental data [6-7].

![Figure 8](image)

**Figure 8.** LLE for the system polystyrene (PS)-acetone.

**Conclusions**

A GC method is developed for predicting the simplified PC-SAFT parameters and it is applied to both low and high molecular weight compounds. The proposed technique requires only information in terms of structural properties, presence of FOG and SOG of the compounds of interest and, if necessary, the molecular weight.

Our newly developed group-contribution scheme used to calculate the parameters for complex compounds can make the simplified PC-SAFT model a relevant and useful tool in the design and development of complex products, e.g. detergents or food ingredients, pharmaceuticals, and some other specialty chemicals, where predictions of various thermodynamic and phase equilibrium properties are required.
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Improved Amino acid Oxidase Stability for Reactor Scale-Up

Abstract
Biocatalysis is an expanding area of BioProcess Engineering that offers novel and alternative synthetic strategies to a range of useful chemical products. In particular chiral intermediates represent a huge potential market for biocatalysis-based products. However, enzyme stability has hindered the implementation of many enzymes. Using an amino acid oxidase (AAO) based deracemisation platform as a test conversion, stability has been assessed. Modelling the factors that are at the root of the activity loss gives a foundation to further improve the reaction conditions or enzyme formulation.

Introduction
Biocatalysis contributes to just over 2% of the total $27 billion market for basic, intermediate, fine and specialty chemicals and polymers[1]. The potential for this to grow is enormous, especially given the current pressures to reduce waste and increase process sustainability, atom efficiency and product quality. A key area in which biocatalysis can complement chemical catalysis is in the production of chiral molecule building blocks for use in the chemical development of new and existing pharmaceuticals[2]. One such example is the deracemisation of chemically produced amino acid racemates into their corresponding optically pure forms. The chiral raw materials and synthetic intermediates market currently stands at $15 billion and is growing at 9.4% annually. The high enantio- and regioselectivity of biocatalysis is well suited to chiral organic synthesis and the progress of techniques in bioinformatics and microbial genomics are broadening the capacity and availability of new biocatalysts. A promising prospect is the synthesis of optically pure amino acids in a process that incorporates a hybrid chemoenzymatic reaction to convert a racemate into an enantio-pure material.

Specific Objectives
The principle reaction in this project is the conversion of one enantiomer in a racemate producing an enantiomerically pure solution[3]. Further, to improve the yield beyond 50% a non-selective chemical reducing agent to produce the desired enantiomer in excess of 99% as shown in Figure 1[4]. The production of these key building blocks is essential in many important pharmaceutical products. Currently, the reaction is being scaled up to an industrial level and has the potential to become a valuable biocatalytic synthetic process[5]. The process is shown schematically in Figure 2.

![Figure 1: Generic deracemisation process using AAO.](image)

The AAO reacts much faster with one of the enantiomers oxidising it to the imine which is reduced by the chemical reducing agent to produce an equal amount of both enantiomers. Hence the unreactive enantiomer accumulates resulting in an enantiomeric excess above 99%[6].

The focus of this project is to quantify and model the factors impacting on the stability of the various mutants of AAO using Design of Experiments (DoE) and reaction progress kinetic (RPK) analysis.[7] The detrimental variables uncovered will become the focus of a stability improvement study, using process conditions, reactor design and biocatalyst modification.

Results
An early study into the variables which affect the stability of the AAO was done with DoE using pH, temperature and agitation (to vary gas-liquid mass...
transfer, $K_{3a}$) as the variables. The simple model created (Figure 3) displays the three temperature lines defining the boundary conditions where the enzyme loses 95% of its original activity. These results indicate that the enzyme rapidly loses activity under these reactor conditions.

Figure 2: Deracemisation process concept. This two vessel system with conditions optimised for the oxidation (left vessel) and reduction (right vessel) could be run as a cyclic batch process to produce pure enantiomer.

Figure 3: The effects of pH, temperature and gas-liquid mass transfer on activity.

The factors that affect the stability of an enzyme are numerous and their relative impacts can vary tremendously. The AAO example chosen for this study may at first glance seem a simple reaction but as Figure 4 demonstrates this is not the case. The AAO uses molecular oxygen as a substrate and produces hydrogen peroxide, both of which are extremely oxidizing to the protein[8]. Evaporation of ammonia will alter pH as the oxidation progresses; this introduces time dependent variables which will increase the complexity of the model. The mass transfer of oxygen can become limiting at the higher concentrations of enzyme and substrate, giving the maximum volumetric productivity of the oxidation.

Conclusions
Modelling the stability of AAO under process conditions is a challenging venture. Taking extremes of the conditions observed in the oxidation reaction, the sets of activity profiles with respect to time will be plotted to indicate the enzymes stability. These variables will not be compiled using an empirical method but using a statistical design that will highlight co-dependent variables. With that model it is possible to implement improvements to the process conditions or the biocatalyst formulation. The model will improve the understanding of each physical, chemical and design principle that governs the deactivation of the biocatalyst. The AAO based deracemisation platform reaction can be applied to a vast number of different substrates and related enzymes, for example monoamine oxidases (for the deracemisation of amines). The tools developed here can be applied to modelling other biocatalytic processes.
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Abstract

A drastic decrease of the CO₂ emission from power production is necessary to prevent global warming. One of the promising technologies which will enable an almost complete capture of CO₂ from thermal power plants burning fossil fuels is OxyFuel combustion. There lacks a more in-depth insight in the fundamental aspects of the effects of OxyFuel combustion regarding combustion chemistry and the effects on e.g. ash quality. The current PhD study includes an experimental and theoretical investigation of these aspects.

Introduction

The increased focus on the effect of CO₂ emission on global warming has a major impact on the application of fossil fuels in both industry, transport, and for power production. Even though our demand for energy is increasingly satisfied by renewable sources the need for fossil fuels in the energy sector will remain for several years to come. The dominant fuel in power plants is coal. This is due to its relatively higher availability and lower price when compared to oil and natural gas. The draw-back of coal is though that the relative CO₂ emission per unit electricity produced is higher than for the other fossil fuels. The development of a cost-efficient method for reducing this emission is thus necessary if coal should continue to be an available fuel for the power plants.

Principally, there are three possible ways of reducing the CO₂ emission from power production:
1. Increase the efficiency of the power plant
2. Change to a fuel with a lower content of fossil carbon, e.g. biomass
3. Capture and store the CO₂ produced from conventional coal firing

Means 1 and 2 are very important and are continually implemented in the Danish power plants. They will, though, only have limited effect on a complete elimination of the CO₂ emission. In order to decrease the emission drastically, the latter method should be applied.

Different technologies have been proposed and are investigated for carbon capture and storage (CCS). Preliminary technical-economical studies have shown great potential for the so-called OxyFuel combustion technology [1]. In OxyFuel combustion the fuel which could be coal, biomass, or others, is burnt in an atmosphere consisting of oxygen (> 95 % pure) and recirculated flue gas (consisting primarily of CO₂ and water). The result is a flue gas with a CO₂ content of up to 95 % on a dry basis from which it is relatively easier to extract a pure CO₂ stream which can be stored, than from the flue gas of a conventionally fired power plant which has a CO₂ content of about 14 %. Figure 1 shows the principle in OxyFuel combustion and CO₂ capture in a power plant.

OxyFuel combustion will potentially induce a considerable altering of the operational mode of the power plant compared to conventional operation. Generally, there exists an insufficient knowledge on many fundamental and practical aspects related to the change from the conventional to the OxyFuel combustion process. This concerns among others the emission levels of CO, NOₓ, and SO₂, the quality of the ash fractions, the risk of increased corrosion due to a change in the chemical composition of deposits, and the temperature and radiation in the boiler which is affected by the changed gas phase composition, i.e. the increased level of CO₂.
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OxyFuel Combustion of Coal and Biomass
Another issue of great importance for the Danish power plant companies is the possibility of co-firing coal or other fossil fuels with biomass such as straw or wood under OxyFuel conditions. OxyFuel combustion of biomass has not been addressed in the literature, but it is not necessarily the case that results obtained on coal can be directly transferred to biomass.

Specific Objectives
The aim of the PhD study is to strengthen the scientific basis for the development and application of the OxyFuel combustion technology to thermal power plants. Both experimental and theoretical investigations of the fundamental aspects of the combustion chemistry obtained when burning coal and biomass will be performed. Specific topics which will be addressed are:

- Ash composition and quality, especially related to sulphur chemistry – because of the application of fly ash in cement and concrete production this is a very important area of investigation.
- Deposits composition – are indicative of the risk of corrosion in the system
- Emissions of CO, NO\textsubscript{x}, and SO\textsubscript{2} from the boiler – the recirculation of flue gas will play a role in the obtained levels of the emissive gas phase components together with the chosen strategy for flue gas cleaning
- The effect of co-firing coal with biomass (wheat straw)

The results obtained in the experimental investigations will be applied in a validation of a Computational Fluid Dynamics (CFD) model for OxyFuel combustion. The CFD model will be built as part of the PhD study and should be applicable for design and process optimization in full scale boilers.

Experimental setup
An existing experimental setup is applied in the investigations, see Figure 2. The setup consists of a cylindrical reactor (inner diameter 39 cm) with a swirl burner. The setup is equipped with a solid fuel feeder, a fly ash sample system (not shown), and several measuring ports for temperature and gas phase composition measurements. The setup can run at an effect of approximately 30 kW.
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On the Universal Behavior of Equilibrium Partitioning of Macromolecules between Bulk Solution and a Slit Confining Geometry

Abstract
Equilibrium partitioning of macromolecules between bulk solution and a slit confining geometry with inert surfaces is investigated under a framework that we have developed for the description of macromolecules subject to spatial confinement. Two new molecular functions are introduced for the description of structure properties of macromolecules, and a general relation is pointed out between the confinement size and the equilibrium partition coefficient in the dilute solution limit. We show that this relation is universal to all macromolecules.

Introduction
Comprehensive understanding of the configurational and statistical thermodynamic behavior of macromolecules subject to confining geometries is necessary in providing a fundamental account of such phenomena as polymer aid colloidal stabilization, oil recovery, surface lubrication and size exclusion chromatography (SEC) [1-3]. Many of these practical applications involve restrictions of polymer configurations due to the presence of spatial confinement, and have been studied through different approaches including equilibrium partitioning of macromolecules between bulk and confined solutions, concentration depletion effect in micro-/nano-fluidics and conformation anisotropy of confined macromolecules [4-6]. For example, the partitioning of polymers between bulk and confined solutions underlines various polymer separation techniques such as SEC. It is general accepted that the separation process in SEC relies on a differential penetration of polymers into the pores of the column packing material and it is clear on theoretical background that this partial penetration is determined by the loss of configurational entropy when a polymer chain enters a confining geometry [7].

The partition phenomenon is described by the partition coefficient, \( K = \frac{c_I}{c_E} \), where \( c_I \) and \( c_E \) are the concentrations of macromolecules inside the confining geometry and in bulk solution, respectively. \( K \) is determined only by the change in configurational entropy \( \Delta S \) as the molecule is brought into the confining geometry from bulk solution and is given by \( K = \exp(\Delta S/k_B) \) [3], where \( k_B \) is the Boltzmann constant.

Different theoretical approaches have been employed to determine \( K \), as a function of molecule-to-pore size ratio [3, 8]. It is understood from the equilibrium partitioning theory that polymers in SEC are separated according to their equilibrium partition coefficients, and therefore effort has been put to find the
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Figure 1: Sketch of solutions of polymer chains in bulk (exterior) and in a confining geometry (interior). \( c_I \) and \( c_E \) are the concentrations of macromolecules inside the confining geometry and in bulk solution, respectively. \( n_I \) and \( n_E \) are the average number of macromolecules in the interior and exterior solutions, respectively. \( V_I \) and \( V_E \) are the volumes of the interior and exterior solutions, respectively.
most relevant molecular size parameters that characterizes the equilibrium partitioning behavior. It was found by Casassa and Tagami [9] that plots of $K_C$ as a function of $R_s/d$ do not follow a common curve for ideal polymers of linear and star architectures. In an effort to bring these plots into a universal relationship, they proposed using $R_g d^{-1/3}/d$, where $g$ is the Zimm-Stockmayer branching parameter [10]. More recently, Radke [11] and Teroka [12] proposed the use of the hydrodynamic radius $R_h$, instead of $R_g$ and $R_g d^{-1/3}$. Both the use of $R_g d^{-1/3}/d$ and $R_h$ are capable of providing a better universality than the use of $R_g$. However, the success is limited, and a fundamental understanding of the universal partitioning behavior is still lacking.

We have developed a new framework for the description of macromolecules subject to confining geometries [8]. The two main ingredients in this framework are a new computation method and a new molecular size parameter. The computational method, called the Confinement Analysis from Bulk Structures (CABS), allows the computation of $K_C$ for slits, channels and box confining geometries as a function of confinement size on the basis of only one sampling of the configuration space of a macromolecule. A simple analysis of our CABS method for the calculation of $K_C$ for a slit confining geometry leads to the definition of a new geometric size measure of macromolecules. We suggest that this molecular size parameter, called the steric exclusion radius, $R_s$, is the relevant molecular length scale for characterization of spatial confinement effect on macromolecules. As shown in Fig. 2, results for $K_C$ as a function of $R_s/d$ show a unique curve for $R_s/d < 0.2$. In particular, results for a linear self-avoiding-walk (SAW) polymer, a linear random walk (RW) polymer and a symmetric RW star polymer are nearly indistinguishable in Fig. 2, which indicates that the separation of polymers in SEC is based on their steric exclusion radius.

![Figure 2: $K_C$ as a function of $R_s/d$ for (from top to bottom) an elastic dumbbell, a rigid rod, a linear SAW polymer, a linear RW polymer, a symmetric 3-arm RW star polymer and a sphere.](image)

**Specific Objectives**

It is clear from Fig. 2 that when $K_C$ is shown as a function of $R_s/d$, we see a unique curve as $R_s/d \to 0$, while as $R_s/d$ increases, deviations appear. This naturally gives rise to a clarification of the weak and high confinement regimes [8]. In the weak confinement regime, $K_C$ depends only on $R_s$ regardless of the molecular details, while in the high confinement regime, such a relation between $K_C$ and $R_s/d$ breaks down. The objective of this work is therefore to find out a general relation between the confinement size and the equilibrium partition coefficient that is valid for both the weak and high confinement regimes.

**Results and Discussions**

Our CABS method for the calculation of the equilibrium partition coefficient for a slit confining geometry gives [8]

$$K_C(d) = \langle (1 - \sigma/d) \mathbb{H}(1 - \sigma/d) \rangle$$

(1)

where $\langle \ldots \rangle$ denotes an ensemble average over the orientational and configurational freedom of a macromolecule; $\mathbb{H}(x)$ is the Heaviside function; as shown in Fig. 3. $d$ is the width of a confining slit, and $\sigma$ is the maximum distance covered by a certain molecular configuration in the direction normal to the slit plane which is denoted by a unit vector $\vec{e}_k$ in Fig. 3. Mathematically, $\sigma$ may be expressed as

$$\sigma = \max_i (\{\vec{r}_i\} \cdot \vec{e}_k) - \min_i (\{\vec{r}_i\} \cdot \vec{e}_k)$$

(2)

Where $\{\vec{r}_i\} = \{\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_N\}$ denotes the collection of monomer position vectors of the $i$-th molecular configuration. It is clear from Eq. 1 that the equilibrium partition coefficients can be obtained for all confinement sizes by our CABS method, and we note here that the extension of Eq. 1 to channels and box confining geometries is straightforward. Besides the superior property in efficiency compared to previous Monte Carlo studies, CABS also facilitates the identification of possible universal behavior.

![Figure 3: Illustration of a polymer configuration $\{\vec{r}_i\}$ and a slit confining geometry of width $d$. A unit vector $\vec{e}_k$ normal to the slit plane is drawn to define the orientation of the confinement slit relative to the polymer configuration. $\sigma$ is obtained as the maximum distance covered by $\{\vec{r}_i\}$ in $\vec{e}_k$ direction.](image)
Let us denote by $f(\sigma)$ the probability density function found for $\sigma$. By introducing $f(\sigma)$, we replace the ensemble average in Eq. 1 by an integral and obtain

$$K_0(d) = \int_0^d \left(1 - \frac{\sigma}{d}\right) f(\sigma) d\sigma$$  \hspace{1cm} (3)

As $d \rightarrow \infty$, Eq. 3 reduces to

$$K_0(d) = 1 - 2R_s/d$$  \hspace{1cm} (4)

where $R_s$, called the steric exclusion radius, is given by

$$2R_s = \langle \sigma \rangle = \int_0^\infty \sigma f(\sigma) d\sigma$$  \hspace{1cm} (5)

We note here that for some simple shaped rigid macromolecules and ideal polymers, it is possible to obtain algebraic expressions of $f(\sigma)$. Besides, with the rapid advances in computing facilities and molecular simulation techniques, a numerical determination of $f(\sigma)$ is rather simple by sampling the configuration space of a macromolecule. Fig. 4 shows the distribution functions of $\sigma/R_s$ for a rigid rod, an elastic dumbbell and a long chain linear RW polymer obtained both from our Monte Carlo simulations by a simple histogram analysis and from our theoretical predictions, where simulations and theory agree with each other very well.

**Figure 4:** The distribution function of $\sigma/R_s$ calculated for a rigid rod, an elastic dumbbell and a long chain linear RW polymer. Points: our Monte Carlo simulations. Lines: our theoretical predictions.

The universal partitioning behavior in Eq. 4 is essentially the partitioning behavior of a sphere of radius $R = R_s$, which accounts for the unique curve shown in Fig. 2. It is clear both from Fig. 2 and Eq. 4 that as $R_s/d \rightarrow 0$, the equilibrium partition coefficient $K_0$ depends only on the ratio of $R_s$ to the confinement size $d$ regardless of molecular details. However, as $R_s/d$ increases, Eq. 4 will eventually deviate from the exact solution of $K_0$, i.e. Eq. 3. In order to obtain a general relation between $K_0$ and $d$ that is also valid in the high confinement regime, we introduce two molecular functions as

$$F(d) = \int_0^d f(\sigma) d\sigma = \left\langle H \left(1 - \frac{\sigma}{d}\right) \right\rangle$$  \hspace{1cm} (6)

$$2R_{s,d} = \int_0^d \frac{\sigma f(\sigma)}{F(d)} d\sigma = \frac{\left\langle \sigma H \left(1 - \frac{\sigma}{d}\right) \right\rangle}{\left\langle H \left(1 - \frac{\sigma}{d}\right) \right\rangle}$$  \hspace{1cm} (7)

Function $F(d)$, defined in Eq. 6 is the cumulative distribution function of variable $\sigma$, which is the probability that variable $\sigma$ lies in the interval $[0, d]$. The normalization condition thus tell us that as $d \rightarrow \infty$, $F(d) \rightarrow 1$. The ratio of $f(\sigma)$ to $F(d)$ can be regarded as a normalized probability density function of variable $\sigma$ in the range from 0 to $d$. Function $R_{s,d}(d)$ is thus be regarded as half of the expected value of variable $\sigma$ that lies in the interval $[0, d]$, and the steric exclusion radius defined in Eq. 5 is therefore a limiting value of $R_{s,d}(d)$ as $d \rightarrow \infty$. Substitution of Eq. 6 and Eq. 7 into eq. 3 leads to

$$\frac{K_0(d)}{F(d)} = 1 - 2R_{s,d}(d)/d$$  \hspace{1cm} (8)

A unique curve can therefore be obtained in a plot of $K_0(d)/F(d)$ as a function of $R_{s,d}(d)/d$ as shown in Fig. 5. Since Eq. 8 is obtained without any assumption of the molecular conformation and chain statistics, it is therefore universal to all macromolecules in both weak and high confinement regimes.

The two molecular functions introduced in Eq. 6 and Eq. 7 can be determined from $f(\sigma)$. Results of $F(d)$ and $R_{s,d}$ for a sphere, a linear long chain RW polymer and a rigid rod are shown in Fig. 6 and Fig. 7, respectively. As one may expect, for $d/R_s >> 1$, $F(d) \rightarrow 1$, $R_{s,d}(d) \rightarrow R_s$, and the universal behavior in the weak confinement regime i.e. Eq. 4 is recovered. It is also interesting to notice that $F(d) = R_{s,d}(d)/R_s$ holds for a sphere and a rigid rod, respectively.

**Figure 5:** A universal behavior of equilibrium partitioning of macromolecules between bulk solution and a slit confining geometry of width $d$ with inert surfaces in the dilute solution limit.
Conclusions

Equilibrium partitioning of macromolecules between bulk solution and a slit confining geometry with inert surfaces in the dilute solution limit is investigated under a framework that we have developed for the description of macromolecules subject to spatial confinement. A general relation is obtained between the confinement size and the equilibrium partition coefficient. This relation holds in both weak and high confinement regimes and is also valid to all macromolecules. In order to obtain this relation, two new molecular functions are introduced, and the equilibrium partition coefficient in a slit confining geometry is determined solely by these two molecular functions through a simple relation.
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Co-Combustion of Fossil Fuel and Wastes

Abstract
Co-combustion of coal and wastes is recognized as one of the most promising methods to reduce the CO₂ emissions from fossil fuel combustion. The term wastes used here represent all of the residues from forestry, agriculture, industry and household. Applications of co-combustion of coal and wastes have been conducted actively but not widely in many countries. The major technical concerns related with co-combustion are fuel supply, pretreatment and storage, combustion efficiency and stability, pollutants formation, ash deposition, ash quality, corrosion to the equipments and influences to the SCR process. The current PhD study aims to identify suitable wastes and develop corresponding technologies to co-combust coal and wastes in existing industrial pulverized coal boilers. The pretreatments of the wastes, the influences of co-combustion to the ash quality, the emissions of trace elements and the deactivation effects to the SCR catalyst are mainly focused. The contents of this study include preparation and characterization of waste materials, testing co-combustion in lab scale facility, pilot plant and full scale plant, optimizing the co-combustion process through experiments and modeling.

Introduction
Energy resources in the world have been divided into three categories: fossil fuel, renewable resources, and nuclear resources. Among these categories, Fossil fuel, which consists of coal, oil and natural gas, is the major energy resource supplying nearly 80% of the world primary energy [1]. The application of fossil fuel is mostly achieved through combustion that releases greenhouse gases (e.g. CO₂ and CH₄) and pollution emissions (e.g. NOₓ and SOₓ, etc) [2]. The greenhouse gases and pollutant emissions accompanied by fossil fuel combustion have received much attention in recent years, particularly the CO₂ emission which has increased by more than one-third over the past 100 years and contributes to approximately 55% of the world’s current greenhouse effect [3]. A large number of technologies have been developed to reduce the green gases and pollutant emissions for fossil fuel combustion. Among these technologies, co-combustion of coal and wastes is regarded as a near-term, low-risk, low-cost and sustainable technology that can reduce the net CO₂ emissions as well as the NOₓ emissions from coal combustion efficiently [4].

The wastes used in this study consist of all of the residues from forestry, agriculture, industry and household. Most of these residues are biogenous and are considered to be CO₂ neutral due to the short time required for their regeneration [2]. Energy produced from the combustion of these residues can replace part of the energy produced by fossil fuel combustion, thus can reduce the net CO₂ emissions in the world. Furthermore, biogenous residues not used as fuel usually decay to CO₂ and other more potent greenhouse gases such as CH₄ [4]. It has been reported that between 20 and 70 million metric tons of CH₄ were emitted annually from the anaerobic decomposition of organic waste at landfills worldwide [5]. Moreover, biogenous wastes usually contain less sulfur and nitrogen contents than coals. Hence, utilization of these wastes in energy production also reduces the NOₓ and SOₓ emissions in the earth [2].

Non-biogenous wastes mainly contain plastics and waste tires which are not very feasible to recycle and landfill. Combustion of non-biogenous wastes provides an effective way to dispose the wastes as well as utilize the high energy contents existing in these wastes. Also, the NOₓ emissions from the combustion of these residues are generally lower than those from coal combustion [6, 7].

Wastes can be combusted either directly or together with other fossil fuels such as coal. Compared to direct combustion of wastes, co-combustion of coal and wastes in existing coal-fired boilers offers several advantages. First, the capacity cost is much lower for
co-combustion in existing coal-fired boilers than building new dedicated waste combustion plants. Second, the electric efficiency in coal fired boiler is usually higher than that in the dedicated waste plant. Third, the power generation in coal-fired boiler is usually two orders of magnitude larger than that from dedicated waste plants. As a result, the energy produced from wastes can be increased largely and quickly, even if co-combustion is applied in relatively minor coal-fired boilers [8].

Apart from the major advantages mentioned above, there are also other advantages of co-combustion of coal and wastes such as: the high carbon content of coal and the high volatile content of most wastes can compensate each other and generate a better combustion process than for separate fuels, co-combustion is more feasible for the regions where waste can not be produced continuously as the plant can be changed to dedicated co-fired plant flexibly [9], the synergetic effects between coal and wastes may also reduce NOx and SOx emissions [8].

Problems and challenges are also associated with co-combustion technology. For most coal-fired boilers, co-combustion with wastes requires pretreatments to the wastes. These pretreatments usually include drying, grinding and sometimes densification that increase the cost of using the technology [9]. Ash deposition and corrosion problems are generally more significant for co-combustion boilers than for dedicated coal-fired boilers, especially for herbaceous wastes which contain high contents of alkaline metals and chloride [3, 4]. The high operation temperature of co-combustion boilers is also preferred by ash deposition, compared to dedicated waste combustion boilers [9]. The deactivation of Selective Catalytic Reduction (SCR) catalyst caused by fly ash with high alkali content may also be an important challenge for co-combustion of coal and wastes [9]. Co-combustion may affect the ash qualities (high alkali metal and chlorine contents), and restrain the application of fly ash in building materials or cement industry [9]. The trace element emission may also become a significant problem when co-combustion coal with wastes (e.g. sewage sludge) which contain high amount of trace elements [10]. Other problems, such as reduction of the boiler efficiency and flame stability, may appear as well when co-combustion coal with certain waste materials [4].

In spite of the problems and challenges mentioned above, co-combustion is still regarded as one of the most promising short-term options for reducing the net CO2 emissions from coal-fired power plants and disposal the wastes [8]. To promote this technology, problems related with co-combustion must be investigated and solved.

**Specific Objectives**

The objective of this PhD project is to identify suitable wastes and develop corresponding technologies to co-combust coal and wastes in existing industrial pulverized coal boilers. The major focuses of the project are the pretreatments of the wastes, the influences of co-combustion to the ash quality, the emissions of trace elements and the deactivation effects to the SCR catalyst. The work includes a literature survey on co-combustion of coal and wastes, preparation and characterization of wastes, testing in lab scale facility, pilot plant and full scale plant, and optimizing the co-combustion process through experiments and modeling.
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Kinetic Models Describing Enzyme Catalyzed Degradation of Water Soluble Arabinoxylan

Abstract
The project focuses on modelling of the cooperative and synergistic action of the enzymes during modification, debranching and depolymerisation of differently substituted, water soluble arabinoxylooligosaccharides. The main purposes are to study the kinetics model of degradation with pure enzymes and to design a process in order to obtain a target xylo-oligosaccharide with high prebiotics activity.

Introduction
Native arabinoxylans are abundant in cereal plant cell walls and are composed of a backbone of (1,4)-linked-D-xylose residues having α-arabinose substituents. Recent findings indicate that xylooligosaccharides stimulate the growth of probiotic, cecal bifidobacteria in vivo and exert inhibitory effects on precancerous colon lesions in rats. An overall aim of the PhD project is to use specific enzymes to design biofunctional xylooligosaccharides with defined substitution patterns and chain lengths, and in particular to quantify the rates of the different events by developing enzyme kinetic models. Purified microbial enzymes, including α-L-arabinofuranosidases, endo-1,4-β-xylanase and β-xylosidase from various microbial sources will be systematically combined to obtain reaction rates for the different enzyme catalyzed reactions, e.g. removal of arabinin from singly versus from doubly substituted xyloses, and different patterns of xylan depolymerisation. The enzymes as well as different types of arabinoxylans have recently become commercially available. Rates of reactions will be determined from HPLC evaluation of arabinose, xylose, and xylo-oligomer release in timed enzyme experiments. In order to find better ways to reuse the enzymes to save costs, the effects and mode of removal of the monosaccharide products to eventually abolish product inhibition will also be assessed. The hypothesis behind the project is that provision of a better quantitative understanding of the events by modelling of the reactions is a prerequisite for optimally exploiting the complex, sequential enzyme reactions in new food and ingredient processes and development. With arabinoxylan, the results are particularly relevant in baking, brewing, prebiotics design, and in non-food cereal based processes.

The enzymatic hydrolysis of arabinoxylan is a complicated process which requires the action of different enzyme activities for complete hydrolysis; These are first and foremost various α-L-arabinofuranosidases, endo-1,4-β-xylanase and β-xylosidase [1]. Arabinoxylan consist of (1,4)-β-linked D-xylopyranosyl residues to which α-L-arabinofuranosyl residues can be single substituted at α-1,3 or α-1,2 and double-substituted at α-1,3 and α-1,2, [2]. The enzymatic degradation of arabinoxylan, can be expected to depend on the degree of arabinose substitution, the position of glycosidic bonds and their distribution along the xylan backbone [3].

Specific Objectives
The purpose of current study is to understand the enzyme kinetics in arabinoxylan degradation. The overall aim is that we can design and control the reaction optimally; a particular purpose of this study is to control the hydrolysis in order to produce specific xylo-oligosaccharides with high prebiotics activity.

Preliminary Result
Special attention is given to the action of α-L-arabinofuranosidases which are represented by the glycoside hydrolase (GH) families: 3, 10, 43, 51, 54 and 62. The enzymes catalyse the hydrolysis of α-1,2, α-1,3 and α-1,5 glycosidic bonds of α-L-arabinofuranosyl residues [4]. Also the action of β-xylosidase is taken into account. β-Xylosidases catalyse the cleavage of xylobiose and attack the non-reducing ends of short xylooligosaccharides to liberate xylose [1][5].
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xylosidase activity has been reported to be rate-limiting in arabinoxylan hydrolysis [6]. Enzymes exhibiting β–xylosidase activity are categorised into the following seven different GH families: 3, 30, 39, 43, 51, 52 and 54. The synergistic effect of the enzymes acting on arabinoxylan is analysed with enzyme preparations from *Aspergillus niger*, *Bifidobacterium adolescentis* and the enzyme blend “Celluclast 1.5 L” (Novozymes A/S, Denmark).

Here, we use C+A represent the enzyme combination Celluclast 1.5 L and Arabinofuranosidase from *A. niger*, C+B represent the enzyme combination Celluclast 1.5 L and Arabinofuranosidase from *B. adolescentis*, C represent pure Celluclast 1.5 L. Figure 1 shows the initial rate of xylose release in the arabinoxylan degradation on different substrate concentration.

**Figure 1:** The 20min reaction velocity for the enzymatic release of xylose plotted against substrate concentration treated with different enzyme combinations C+A (□), C+B (▲), C (*) and B

The xylose release (beta-xylosidase activity) apparently follows the Michaelis-Menten kinetics curve. The reaction rate increases as substrate concentration increases. As arabinoxylan concentration gets higher, the enzyme becomes saturated with the substrate and the rate reaches the apparent Vmax, the enzyme's maximum rate on this substrate.

In Figure 2, the release of arabinose doesn’t give a Michaelis-Menten kinetics curve. Since the number of the arabinose residue is comparably low in arabinoxylan, and only a part of them can be released, the reason of this linear curve might be the substrate concentration is not higher enough to obtain the apparent Vmax.
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Particle Formation during Natural Gas Combustion at Domestic Appliances

Abstract

Epidemiological associations between illness and nitrogen dioxide may be the consequence of confounding by fine particle numbers. Like many other phenomena in nature, the presence of carbon nano-forms in blue combustion flames went virtually unrecognized because it was essentially unexpected. Observation of carbon nano-forms in relatively efficient burning, mostly blue combustion flames suggests that the proliferation of so-called clean-burning gaseous fuel sources, particularly methane-series gases (CnH2(n+1); n=1,2,3…etc) may, in fact, make a significant contribution of carbon nanocrystal forms to both the indoor and outdoor air environment. In this PhD study, particle formation from gas cookers is investigated.

Introduction

The contribution of the home environment and other lifestyle factors in the pathogenesis of allergic disease has attracted much attention, particularly the role of indoor pollution from gas cooking appliances via nitrogen dioxide (NO2) and carbon-monoxide (CO) emissions. In particular, natural gas is recognized as one of the most important cooking fuels for domestic gas burners in developed countries (1).

A recent hypothesis (2, 3) is that the epidemiological associations between illness and nitrogen dioxide may be the consequence of confounding by particle numbers. When particles are measured as mass the greatest contribution comes from the largest particles, but the greatest number of particles by far are the submicron ones. These ultrafine particles are generated, as is NO, by the combustion process, and therefore the two pollutants (ultrafine particles and NO2) are likely to correlate closely.

There are several studies available in literature reporting the effects of cook-top burner design and operation factors (such as cap material, cap size, port shape, port size, port spacing, central secondary aeration, flame inserts, load height, load height to flame length ratio, thermal input, etc) on the gaseous emissions (NOx, CO and hydrocarbon emissions) from the natural gas fired cook-top burners (4, 5, 6). However these studies do not provide any correlations for particulate matter or soot emissions. Gas composition is particularly a vital parameter affecting burner performance. It is known that using the same gas stove to burn natural gas with various heating values other than the intended fuel is inappropriate and hazardous due to the possible occurrence of incomplete combustion (i.e. a increase of CO emissions and/or soot formation) lift-off, flashback and inadequate heat input.

It was communicated that like many other phenomena in nature, the presence of carbon nanotubes in blue combustion flames went virtually unrecognized because it was essentially unexpected (7). Observations of carbon nanotubes and related nano-forms in relatively efficient burning, mostly blue combustion flames such as propane and natural gas suggests that the proliferation of so-called clean-burning gaseous fuel sources, particularly methane-series gases (CnH2(n+1); n=1,2,3…etc) may, in fact, make a significant contribution of carbon nanocrystal forms to both the indoor and outdoor air environment. Murr et al (8) reported aggregated multiwall carbon nanotubes with diameters ranging from 3 to 30 nm and related carbon nanocrystal forms ranging in size from 0.4 to 2 µm (average diameter) in the combustion streams for methane/air, natural gas/air, and propane gas/air flames from domestic (kitchen) stoves.
Specific Objectives

In this PhD study, particle formation during natural gas combustion at domestic appliances will be investigated. The work involves determination of particle size distribution and chemical composition of the particles together with the total amount of particles formed. Once the particles have been identified, mechanism of formation of the particles will be studied and a model for particle formation during gas combustion will be developed.

Methods, Results and Discussion

Preliminary experiments were carried out using the gas cooker in its normal procedure - natural gas supplied from the city line and air supplied from the surroundings. There were no pots placed above the cooker. Samples were collected at ~10cm above the burner using a gas ejector probe developed for particle analysis in a research program instigated to study fine particles (9). Particle concentrations are measured with a Model 3775 Condensation Particle Counter (CPC). Particles are classified with a Model 3080 Electrostatic Classifier with a Model 3081 LDMA (Long Differential Mobility Analyzer), and/or a Model 3085 NDMA (Nano Differential Mobility Analyzer).

Figure 1: Gas cooker and the ejector probe

Since particle concentrations in the ambient air were changing over time and there was no experimental control over the gas quality, the repeatability of experiments was not likely. It has been observed that the –supposed to be blue flame – was sometimes becoming a colour between yellow to orange. This change in the flame could be due to any impurities coming with the gas or just the changes in air flow around the burner.

Despite changing conditions in each experiment, CPC and SMPS measurements show that particle concentrations increase and size distributions change right after turning on the burner. However the elevated particle concentrations do not go beyond sharp peaks observed once in a while, which could indicate a release of high amount of fine particles at some instant during gas combustion. Because of the changing conditions in each experiment, it was not possible to report a trend for the size and frequency of these peaks. Before correlating these peaks directly to the gas combustion, controlled experiments are required.

For this reason, a well-controlled experimental set-up is prepared. Domestic gas cookers usually apply partial-premixed flame. A reactor, made of steel, is built keeping this configuration. The compartment functions as a steady state reactor with no mechanical mixing.

The reactor is composed of two compartments, as presented in Figure 2: 1. The lower compartment where the burner is placed at the bottom with the required gas connections and four ports through which particle free combustion air is supplied to the reactor. The ignition and flow control panel of the burner is kept outside the reactor, leaving the primary air supply nozzle inside the reactor. The reactor bottom allows using different gas rings after the required arrangement of primary air supply nozzle distance. 2. The upper compartment provides extra volume and sampling ports. A silencer is installed at the reactor outlet for preventing noise during experiments.

In order to assure flame stability, flow velocity through the reactor is kept below 10cm/s (10). The excess air ratio of the system is kept above 10. Sampling ports are placed along the reactor to allow sampling at different locations above the flame. The glass windows placed at both compartments allows observation and video recording of the flame through the experiments.

Natural gas from the city line is used as the fuel supply. Experiments are repeated with methane to observe the differences; as well as addition of minor amounts of hydrogen sulphide and acetylene to methane. The studied concentrations of hydrogen sulphide is

Figure 2: The reactor-technical drawing and the two compartments.
<100ppm in the fuel and acetylene <1000 ppm. Excess air ratio is kept above 10. Particle concentrations, size distributions, gas concentrations (CO, CO₂, O₂, NO, NOₓ) and temperatures are measured at the reactor outlet.

The present findings of this study concerning the particle concentrations and size distributions are partly in agreement with the ranges reported by Dennekamp et al (3) in that UFP concentrations rise to ~10⁵ UFP/cm³; and with Bang et al (7) and Murr et al (8) that the average diameters of these particles are 3-30 nm. Natural gas resulted in an order of magnitude higher particle concentration than methane. Addition of hydrogen sulphide to methane resulted in an increase in particle concentrations to the levels achieved from natural gas combustion. Acetylene addition did not create an effect in the concentrations studied, but an effect is expected if added in higher amounts.

In order to study the morphology of the particles, transmission electron microscopy (TEM) is used. Initial samples were collected by inserting the grid into the reactor. The particle number density on the TEM grids was too low by this method of sample collection that performing EDX studies on these samples was not possible. In order to improve the sample collection, a thermophoretic sampler, named KAHLAYPET is built. Thermophoresis is a phenomenon in which a temperature gradient in a gas causes suspended particles to migrate in the direction of decreasing temperature. The sampler is composed of three channels: Cold water flows in the innermost channel and leaves the sampler through the middle channel, while the gas flow is driven through the outermost channel by the use of a pump. The grid is placed on the outer surface of the innermost channel, exposed to the gas flow. By providing a temperature difference, particles would be forced to move toward the grid due to a gain of thermophoretic velocity. The recent samples collected by this method are found promising compared to the ‘diffusion only’ collection of the particles. However there is room for improvement in the method.

Conclusions

The present findings of this study concerning the particle concentrations and size distributions are partly in agreement with the ranges reported by Dennekamp et al (3) in that UFP concentrations rise to ~10⁵ UFP/cm³; and with Bang et al (7) and Murr et al (8) that the average diameters of these particles are 3-30 nm. Addition of hydrogen sulphide to methane resulted in an increase in particle concentrations to the levels achieved from natural gas combustion.

TEM samples collected by KAHLAYPET are found promising compared to the ‘diffusion only’ collection of the particles. However there is room for improvement in the method.
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Figure 3: A thermophoretic sampler, KAHLAYPET
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