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Preface

In this Graduate Schools Yearbook 2014, the PhD students of DTU Chemical and Biochemical
Engineering present their research projects. Some of the students have only just initiated
their research, whereas others are close to concluding their work and present their most
significant results. We hope that you will find the Yearbook interesting, and we invite you to
contact us in case you would like to know more about the projects or topics described in the
following pages.

The PhD projects in this Yearbook cover all areas in which our Department is active including
areas in product design, process design and production in the chemical, biotechnological,
pharmaceutical, food technology and energy technology industry.

This year, we have managed to consolidate our level of activity at the Department, meaning that
we have kept our total number of PhD students significantly higher than 100.

In 2015, we will still focus on increasing the number of PhD students shared with enterprises and
research partners around the world. In this connection, we are increasing our activities in China
with a new PhD agreement with the Institute of Process Engineering (IPE) at the Chinese
Academy of Sciences.

We wish you a pleasant reading.

Yours Sincerely

Kim Dam-Johansen Peter Szabo & Aliff H. ARazak
Professor, Head of Department Editors
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Improving dielectric permittivity by incorporating PDMS-PEG multi block
copolymer into PDMS network

Abstract

Polydimethylsiloxanes (PDMS) are well-known to cause hydrophobic surfaces due to their low surface energy as well
as they possess low permittivity and low conductivity. On the other hand, polyethyleneglycols (PEG) behaves
hydrophilic and is a highly permittivity and conductive polymer. Combination of both polymers as a block copolymer
depicts a possibility for substantial improvement of properties such as high permittivity and non-conductivity — if
carefully designed. The objective is to synthesize PDMS-PEG multi block copolymer assembling into different
morphologies such as lamellar, cylinder, gyroid and spheres based on variation of volume fractions of PDMS and
PEG. Different volume fractions of PDMS and PEG introduce different properties in terms of contact angles, dielectric
permittivity and rheological behaviour. All morphologies of PDMS-PEG block copolymer in this study exhibit high
storage permittivity but at the same time the loss permittivity is high. By incorporating conductive PDMS-PEG block
copolymer into commercial PDMS elastomer from Wacker Chemie (MJK), the storage permittivity is significantly

enhanced by 60% with 20% of PDMS-PEG block copolymer incorporated in the PDMS network.

Introduction

A novel dielectric electroactive polymer (DEAP)
material which is often associated with high storage and
low loss permittivity has been extensively studied [1]. As
one of the promising dielectric elastomer, silicone
elastomers such as polydimethylsiloxane (PDMS)
exhibit low permittivity, but show large actuation strain
due to the inherent softness [2]. On the contrary,
polyethyleneglycol (PEG) possess high permittivity, but
is not capable of actuating. Combining both polymers as
a block copolymer depicts a possibility for substantial
improvement of properties such as high permittivity and
non-conductivity.

In principal, block copolymers assemble into
different morphologies such as spheres, cylinder, gyroid
and lamellar [3]. Different morphologies can be obtained
by altering the volume fraction of the constituents in the
block copolymer, for instance varying the number
average molecular weight (M,,) of ‘4> polymer in ‘4B’
diblock copolymer as depicted in figure 1. On the other
hand, morphologies for triblock copolymer are more
complex and up to 30 different morphologies can be
obtained [4]. Thus, we can predict that the morphologies
for multiblock copolymer would increase the level of
complexity with phases depending on the degree of
polymerization, number of distinct polymers in the block
copolymer, temperature and the sequence of distinct

polymers [4, 5]. Matsushita et.al have reported that for
lamellar morphology of styrene (S)-isoprene (I) block
copolymer (SI),, domain spacing is reduced as number of
repeating units (») is increased [6]. The aim is to have the
morphologies such as sphere so that the conductive
polymer (PEG) will be in the discontinuous phase which
will lead to an interruption of current flow from one side

of the film to the other.
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Figure 1: Different morphologies obtained when varying
the volume fraction of one constituent in a diblock
copolymer [3].

The applied synthesis of PDMS-PEG multi block
copolymer is based on hydrosilylation reaction occurring
at specific temperature with presence of platinum (II)
complex catalyst as depicted in figure 2.
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Figure 2: Hydrosilylation reaction of PDMS-PEG multi
block copolymer with presence of platinum II catalyst.

Results and Discussion

Asymmetrical morphologies in PDMS-PEG multi block
copolymer were investigated by varying chain lengths of
PDMS while sustaining the equivalent chain length of
PEG (250 g/mol). In order to obtain varying volume
fractions the chain lengths of PDMS chains were varied.
The chain lengths were 3, 7, 14 and 81 repeating units for
SiH, HO3 and H11 and H21 respectively. Figure 3 shows
that the loss permittivity for all PDMS-PEG multi block
copolymer is higher than the storage permittivity causing
the loss factors are extremely high compared to the
standard where the aim is to be as low as possible below
1 so that these materials are able to store energy in terms
of charge separation. None of the morphologies obtained
from these PDMS-PEG multi block copolymer caused a
discontinuous phase for PEG such that a non-conductive
nature of the developed elastomers was obtained.
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Figure 3: Storage and loss permittivity for all PDMS-
PEG block copolymer.

Therefore the PDMS-PEG block copolymer was
further diluted with commercial PDMS elastomer (MJK)
in a binary polymer blend, the storage permittivity of the
matrix is expected to increase. Among the results of
PDMS-PEG block copolymer blended with MIJK, the
polymer blend with PDMS-PEG (HO03) depicts the most
promising result with low loss permittivity. The plots in
figure 4 show that the addition of conductive PDMS-PEG
(HO3) block copolymer significantly increases the
storage permittivity of the silicone elastomer (3.5) to 5.2
for 20 wt% PDMS-PEG (H03) while maintaining a loss
permittivity below 0.6. This shows that the obtained
morphology holds a continuous phase for PDMS and
discontinuous phase for conductive PDMS-PEG block
copolymer. In terms of conductivity, there is no sign of
plateau region at lower frequencies in a conductivity

versus frequency in plot as shown in figure 5 and this
supports the conclusion above.
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Figure 4: Storage and loss permittivity for 5 to 20 wt%
of PDMS-PEG (H03) block copolymer blended in PDMS
network.
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Figure 5: Conductivity for 5 to 20 wt% of PDMS-PEG
(HO3) block copolymer blended in PDMS network.

Conclusion

Incorporating 20 wt% of conductive PDMS-PEG block
copolymer (M,, of 550 g/mol) in to a silicone elastomer
increases the storage permittivity up to 60% compared to
commercial PDMS elastomer. While this polymer blend
behaves as amphiphilic, the viscoelastic properties are
maintained and enhanced permittivity and low loss
permittivity and conductivity are obtained.
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Process Considerations for Systems Biocatalysis

Abstract

“Systems Biocatalysis” is a concept for constructing multi-enzyme processes in vitro for the synthesis of chemical
products. Each constructed artificial metabolism is controlled in an efficient way in order to achieve a sufficiently
favourable conversion for the target product. However, biocatalytic processes are thermodynamically and kinetically
controlled reactions and often have low productivity compared to the chemical processes under the conditions
necessary for industrial operation. Thus, it is necessary to evaluate the potential for each multi-enzyme system in
order to identify its feasibility, so that the concept can be successfully applied. To date, numerous promising multi-
enzyme cascades have been reported in scientific literature and will continue to increase in the future as a useful
approach for industrial practice in many different applications. The objective of this work is to build models for
evaluation of multi-enzyme cascades and to develop a systematic framework for assisting process decision making

in process development of such systems.

Introduction

Numerous scientific papers have been published on
the role of multi-enzyme cascades in the synthesis of
chemicals, from fine chemical products to
pharmaceutical drugs. The study of multi-enzyme
cascades is expected to increase in the future as a useful
approach for many different types of applications,
including in biofuel and biomedical processing.
Enzymes work efficiently under mild reaction
conditions and often a low concentration of reactants are
required to selectively catalyse reactions. However,
these conditions are far from the conditions necessary in
industrial chemical processes, thus a lower product yield
is frequently achieved which limits the applicability of
biocatalytic reactions.

Currently, a concept of ‘‘Systems Biocatalysis’” for
constructing multi-enzyme cascades in vitro for the
synthesis of chemical products has been introduced’.
The objective is to control the constructed artificial
metabolism efficiently in order to achieve a sufficiently
favourable conversion for the valuable product. This
concept leads to a design of the additional toolbox for
biocatalytic transformations that consists of multi-
enzyme cascade, for instance, a self-sufficient redox
cascade that capable to regenerate nicotinamide
cofactors in situ as shown in Fig. 1. Such cascade is
beneficial for industrial practice, as the use of cofactors
is generally expensive and the use of external source of

an hydride from glucose or formate is eliminated.

Multi-enzyme cascades as illustrated in Fig. 1 are
principally controlled by thermodynamic and kinetic of
the whole system. The primary enzyme often has
thermodynamic uphill, such as o-transaminase
(EC.2.6.1.X) as in Fig. 1(a). The equilibrium yield can
be improved by coupling with the energetically
favourable reactions (energy-releasing reactions such as,
alanine dehydrogenase-catalysed reaction, EC1.4.1.1)
that is successfully achieved >99% conversion®3. If the
reaction is thermodynamically improved, further study
of enzyme kinetic in cascades will be useful and
significant for control strategies*. Therefore, there is a
need to evaluate the feasibility of multi-enzyme
cascade, so that the concept of “systems biocatalysis”
can be successfully applied on an industrial scale.

Process considerations

Systems Biocatalysis — In order to design multi-
enzyme cascades, there is a need to identify the raw
materials/functional group of the starting substrates.
This can be done by determining the interaction matrix
that shows the relationship among the components
involved in the cascades. This is also important to avoid
the crossover interaction/inhibition among components
for enabling continuous high efficiency. It is also
required to identify the enzyme selectivity towards its
substrate as to ensure the enzymes act at their optimal



oTA

R™ Ry

Ry

R
(a) ADH/wTA/AlaDH?3

BVMO

NADPH NADP+

<

(b) ADH/BVMOS$

0.

Figure 1: Enzymatic toolbox of self-sufficient redox cascades. (a) ADH/w-TA/AlaDH coupled system and (b)
ADH/BVMO. ADH: alcohol dehydrogenase, w-TA: w-transaminase, AlaDH: alanine dehydrogenase, BVMO:

Baeyer-Villiger monooxygenases.

activities. The novel biocatalytic modules have been
currently established where each constructed module
consists of cascades, allowing the use of different raw
material as the starting substrate. These modules can run
on its own based on the substrate availability, showing
the flexibility concept of systems biocatalysis’.

Thermodynamic study — In order to design systems
biocatalysis efficiently, the thermodynamic properties
such as the Gibbs free energy and equilibrium constant
are required for each biocatalytic reaction so that the
favourability of the reaction and the maximum
theoretical yield of the cascades can be determined. The
most common tools that are available for obtaining
thermodynamic properties are the group contribution
(GC) method and ab initio quantum mechanics (QM)
method. To date, Jankowski-GC method® (the updated
version from Mavrovouniotis®) is used to estimate the
Gibbs free energy for biotransformation. In QM
method, the total energy of reaction could be calculated
based on the optimal energy of molecular structure of
the components involved®. The commercial QM
software is available to quickly estimate the
thermodynamic properties, such as the Spartan’14.
However, unclear definition of the standard state
condition for biocatalytic reactions significantly
increases error in calculating equilibrium data using the
tools. Jankowski-GC method refers the apparent
equilibrium constant as concentration-based rather than
activity-based equilibrium constant, considering the
aqueous phase at 298.15 K. QM method uses the
standard state of gas-phase (298.15 K, 1 atm) to
estimate the total energy of a reaction. As an
alternative, the mathematical modelling might be a
useful tool to evaluate thermodynamic data for specific
case studies.

Kinetic study — a mathematical model of multi-
enzyme cascades is constructed based on the kinetic
mechanism of individual enzymes''. The important
parameters to perform such calculation are:

e Michealis-Menten kinetics (ki, Vinar)
e substrate/product inhibition (k)
e biocatalyst activity (turnover frequency, 1/kcar)

e  Dbiocatalyst stability (deactivation rate constant,
ka)

In most cases, Michaelis—Menten parameters vary in
the literature reports, due to different types of host
organisms and experimental conditions (temperature,
pH, ionic strength, buffer, and etc.). Thus, mathematical
modelling often developed based on specific case
studies and the robustness of the models is still
questionable especially for multi-enzyme cascades.
However, mechanistic modelling is still a good tool to
understand the behaviour of enzymatic reaction,
especially in the multi-enzyme cascades as the
interaction between enzyme and components are of
importance.
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Modeling of gas-solid cyclones

Abstract

Gas-solid cyclones are well known due to their various applications in the industries for separation of solid particles
from gas stream. In addition, cyclones also have the ability to be applied as a reactor for reactions with short
reaction time that can enhance the conversion of the reactants for different applications. This project focuses on
Computational Particle Fluid Dynamics (CPFD) modelling of cyclone reactor gas solid systems to obtain a new
understanding of particle behavior inside the reactor, and study on the coupling of fluid dynamics and chemical
reactions. The developed model will be validated with pilot scale experiments for flow patterns and performance

parameters.

Introduction

Gas-solid cyclones are widely applied in various
industries for separation of solid particles from gas
stream, through vortex flow. In cyclone separators, a
strong swirling turbulent flow is formed to separate
phases with different densities applying rotational
effects and gravity. As in many confined swirling flow
systems, the hydrodynamics in a cyclone can be of a
complex nature. Flow reversal, quasi- periodic
fluctuations and strongly anisotropic turbulence are
some of the characteristics.

Examples for application of cyclones are preheaters
in cement industry, catalyst recovery from the reacting
gases in Fluid Catalytic Cracking (FCC) and removing
particles from gas streams in power industry for
particulate emission control. The latter application has
important environmental impact, since particulate
emission regulations are getting stricter as high-
concentrations of fine particles in the atmosphere form a
serious threat to human health. Cyclones are energy
efficient and low-maintenance separation devices and
contribute in a very economical manner to reduction of
the particulate emission [1].

Some investigations have been carried out on
describing fine particles moving with a carrier gas
inside the cyclones. However, less study was focused on
considering a cyclone as a gas-solid reactor.

The potential applications of this type of reactor
have been considered to various chemical reactions such

as reduction of iron, coal pyrolysis, combustion,
gasification and fluid catalytic cracking [2]-[6].

When used as a gas-solid reactor, this type of device
can enhance the conversion of the reactants by
increasing the residence time of the solid reactants due
to swirling motion. With this approach, residence time
distribution (RTD) of solid particles becomes a
challenging parameter. Calculation of the performance
parameters of cyclone reactors needs generally accurate
information on the flow pattern, the heat/mass transfer
and kinetics of the chemical reactions occurring in the
process.

The lack of fundamental understanding of the fluid
dynamics and chemical reactions for cyclone reactors is
due to the fact that the fluid dynamics within a cyclone
is complex. Moreover, inclusion of parameters, such as
residence time, particle-particle collision, particle size
distribution and particle concentrations, as well as other
relevant physical properties, add further complexities to
the conservation equations. Computational fluid
dynamics (CFD) simulations of the fluid and particle
flows in cyclones provides an effective tool for
understanding on the details of the flow and reaction
within the cyclones [7]. However, the system to be used
for the simulations is very complicated and the
computation is time consuming even with powerful
computers. To reach a reasonable computational time,
system needs to be simplified. One of the solutions is to
consider a balance between fluid dynamics and
chemical reaction in simplified model. The latter is a



core point of this study to provide reliable results for
better understanding and knowledge on design, scale up
and optimization.

The main aim of this project is to map the relative
importance of fluid dynamics and chemical reactions in
different high temperature gas-solid processes with
involvement of flow pattern, transport phenomena and
chemical reactions and to propose a methodology for
process simplification. The methodology may be
applied to the systems such as mineral processing or
biomass conversion.

Objectives
The specific objectives of this project are:

e To improve the understanding of gas-solid fluid
dynamics and reaction kinetics within a cyclone
through a comprehensive literature review

e Application of CPFD model to simulate the flow
pattern in a gas-solid cyclone

e Experimental calibration and validation of the
CPFD model

e  Optimization of high dust loading cyclone and
possible applications of a cyclone to solid fuel
conversion process

Methodology

Different modelling studies have been performed on the
common gas-solid reactors by basic fluid dynamics and
detailed reaction schemes, resulting in an unnecessary
complexity for understanding of the main mechanisms.
To avoid unnecessary complexity of gas- solid reactors,
and also access more reliable models, a balance between
fluid dynamics and chemical reaction is important. This
issue is apparently of a critical importance for cyclone
reactors as well. CPFD is an approach to simplify
design and analysis when both fluid dynamic and
chemical reactions are involved with relatively high
solid concentrations.

Residence time of particles in cyclones is short,
lower than a few seconds. Also, heat transfer efficiency
between carrier gas and solid particles is high.
Consequently, it can be anticipated that cyclones would
be well suited for carrying out fast reactions of solid
particles requiring high heat fluxes.

It is essential to know particle behavior inside
reactor in order to predict the relationship of fluid
dynamics and chemical reactions on the particle
behavior.

Therefore, the first step of this project is to model
the solid and gas flow pattern in cyclone on cold mode
to obtain the basic knowledge of gas and particle flows
inside the reactor without considering any reaction. The
model will be calibrated and validated by experimental
studies.

The experimental set up used in the study will
consider all the practical and theoretical demands.
Special efforts have been done to provide sufficient
measurements for obtaining the system parameters.

Based on the validated model and the flow patterns,
the reaction model will be implemented for a high
temperature system with mass and heat transfer taken
into consideration.

The developed model would then be used to predict
the performance parameters of the cyclone reactors,
such as pressure drop, efficiency, temperature profile
and conversion, with respect to variations in system
properties (such as solid loading, cyclone geometry,
inlet gas velocity, and gas/solid inlet temperature and
particle size)

Acknowledgements:

The author acknowledges the financial support from
Department of Chemical and Biochemical Engineering,
Technical University of Denmark.

References

1. A. C. Hoffmann and L. E. Stein, Gas Cyclones and
Swirl Tubes, Second Edi. Berlin Heidelberg, New
York: Springer, 2008.

2. J. Lede, F. Verzaro, and B. Antoine, “Flash
Pyrolysis of Wood in a Cyclone Reactor,” pp. 309—
317, 1986.

3. J. Lede, H. Z. Li, F. Soulignac, and J. Villermaux,
“Measurement of Solid Particle Residence Time in a
Cyclone Reactor : A Comparison of Four Methods,”
vol. 22, pp. 215-222, 1987.

4. S. K. Kang, T. W. Kwon, and S. D. Kim,
“Hydrodynamic characteristics of cyclone reactors,”
Powder Technol., vol. 58, no. 3, pp. 211-220, Jul.
1989.

5. S. Luidold, H. Antrekowitsch, and R. Ressel,
“Production of niobium powder by magnesiothermic
reduction of niobium oxides in a cyclone reactor,”
Int. J. Refract. Met. Hard Mater., vol. 25, no. 5-6,
pp. 423-432, Sep. 2007.

6. G. Manenti and M. Masi, “Simulation study of
production of fine ceramic powders in a cyclone
reactor,” Chem. Eng. Process. Process Intensif., vol.
50, no. 2, pp. 151-159, Feb. 2011.

7. V. V. Ranade, Computationla Flow Modeling for
Chemical ~ Reactor  Engineering.  California:
ACADEMIC PRESS, 2002.



Phone:
E-mail:
Discipline:

Supervisors:

PhD Study
Started:

To be completed:

Artem Alexeev
+45 4525 2886

arta@kt.dtu.dk
AT CERE

Alexander Shapiro
Kaj Thomsen

September 2012
August 2015

Modeling of Enhanced Qil Recovery by Low Salinity Waterflooding

Abstract

Low salinity waterflooding is one of the modern applied enhanced oil recovery (EOR) techniques. The process
involves a number of physico-chemical fluid-rock interactions which in a complex manner depend on the external
conditions and component composition of brine and are not very well understood. In this paper we describe the
mathematical model based on the wettability alteration mechanism caused by ion exchange. The model is applied to
simulate the process of low salinity waterflooding; results obtained match qualitatively laboratory observations.

Introduction

EOR by means of low salinity waterflooding, has been
experimentally proved in a great number of laboratory
tests by different research groups. Some of the well tests
performed confirm the laboratory observations. The
interest in low salinity waterflooding has been growing
during the past decade; as a result a number of
mechanisms were proposed to explain the physico-
chemical mechanisms behind the effect [1]. However,
none of the mechanisms have been generally accepted.
Only a minor part of the papers addresses the numerical
modeling of low salinity waterflooding [2,3]. The
modeling approach is based on a widely agreed
mechanism that injection of low salinity water results in
the wettability alteration of the rock surface from oil-
wet to water-wet conditions.

Physic-Chemical Model

In this paper we focus on the effect of low salinity
flooding in sandstone rocks. It is required, according to
accumulated knowledge, that the sandstone rock
contains clays and oil contains polar components.
Importance of clay is explained by its high specific
surface. Under reservoir conditions clays surfaces bear
negative charge and strongly interact with the ions in
the brine. The presence of the clays may result in two
different mechanisms to benefit the. The first possibility
is that exposure of the rock to the brine with low salinity
results in clays swelling with a subsequent mobilization
of fines. Another mechanism is that ionic composition
on the clay surface can significantly affect its
wettability. EOR by means of low salinity
waterflooding has been proven for the rocks that don’t

allow migration of fines. Thus we concentrate on the
second possible mechanism in order to understand the
chemical interactions involved.

The wettability of the surface is altered due to a ion
exchange process, which occurs on the surface of the
clay and can be viewed as substitution of one type of
particles by another bearing the same overall charge.
The overall amount of equivalents that can be held by
the clay is called the cation exchange capacity (CEC).
The reaction of cation exchange is represented by:

2>Na+Ca* € >Ca+2Na" , )

where >X is used to denote adsorbed ions. The
substitution of monovalent cations by divalent cations is
expected on the exposure of clay surface to low salinity
brines [4], this process is to reduce the concentration of
divalent cations below their concentration in the
injected brine. This was observed in laboratory
experiments [5] and also correlated with the increase in
recovery which allowed to assume that concentration of
divalent cations on the surface controls the wettability
of clays and thus can be used as an interpolation
variable for the parameters governing the two-phase
flow.

The equilibrium concentrations in the bulk ¢; and on

the surface o, are related by means of mass action law:

2
c ao- a
= NZ—C , )
O-NacCu
20, +0,,=CEC. 3)

The re-equilibration can be relatively slow, which may
require introducing kinetics of the ion exchange.



Mathematical Model

The governing system of equations consists of material
balance equations for brine and chemical species
presented:

8,(4s)+0,f(s,0,)=0, @)
0,(gsc; +0)+0.(f(s,0,)c) =0, (5

where ¢ is porosity, s is saturation and f(s,0;) is

the fractional flow function determined by the relative
permeability curves. Generally Corey-type relative are
used, that include 6 parameters. Given the two sets for
high salinity (HS) and low salinity (LS) the values of
the parameters for intermediate salinities can be
calculated using the surface concentrations as
interpolation variable as discussed above:

s, =H(o))s,’ +(1-H(o)))s,’

or or >

(6)
where s, is the residual oil saturation and H (o) is

the interpolating function; the rest parameters are
interpolated in the same manner.

Numerical Model

In order to gain high accuracy we implemented
primitive-variable-based MUSCL-Hanckock scheme
used to solve the hyperbolic part of the flow equations
[6]. This approach allows constructing high-resolution
schemes in the presence of shocks characteristic for the
hyperbolic problems.

Results and Discussion

We present the results of simulation of secondary
recovery by means of low salinity waterflooding. The
primary recover, - injection of 3 pore volumes (PV) of
formation water (FW), is followed by the injection of
low salinity water (LSW) for 3 more PV. The residual
oil saturation changes from 0.4 for FW to 0.2 for LSW.

h T=3PVI
*‘f\,% + T=33PVI
07 e, + T=365PVI[|
b,

0.6 b

o e T
. “ |
s ——,

0'1 O.rZ 0.r3 0'4 0T5 0.r6 0.r7 OTS OTQ 1
Distancve from the inlet, X

Figure 1: Saturation profiles after injection of 3 PV of

FW (black), continued with injection of LSW for 0.3

PV (red) and 0.65 PV (blue).

Saturation, s

Fig. 1 illustrates the saturation profiles. After 1 PVI
most of the mobile oil has been displaced resulting in
slow increase in recovery with time. It can be seen from
Fig. 1 that the injection of low salinity brine leads to
formation of the oil bank, which is gradually displaced.
At around 3.7 PVI the oil bank reaches the effluent
resulting in increase of oil production. Analysis of the
effluent on the Fig. 2 shows that arrival of the oil bank

coincides with the production of brine with significantly
lowered Ca?* concentrations.

Recovery, %00IP

Pore Volumes Injected (PVI)

Figure 2: Accumulated recovery (blue) and Ca
concentration in the produced brine normalized by the
Ca?' concentration in the injected LSW (red)

It may seem that low Ca®" zone is responsible for the
low salinity effect, however it is not the case: main
effect comes from the low salinity water itself.

Even though the model was claimed to be able to match
accurately the laboratory observations, it has a number
of weak sides. Firstly, it does not explain the
mechanism by which divalent cations change the
wettability of the surface. Secondly, it does not require a
specific model for oil, and cannot explain why presence
of polar components is required for EOR process.
Recently a more complex analysis has been proposed to
describe chemical equilibrium of ions in the brine and
polar oil components on the surface of the clay [7].
Polar components in oil can be attached to the surface
directly or through formation of complexes with
divalent cations. Incorporating this chemical model into
numerical simulation will allow covering the questions
that were put forward above. However question of the
model applicability remains opened.
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Predictive Modeling of Gas Diffusion and Solubility in Polymers for Offshore
Pipelines

Abstract

The transport of carbon dioxide (CO.) between the capture and storage point is matter of great importance for the oil
and gas industry, although it is not as often debated. National Oilwell Varco (NOV) manufactures flexible pipelines
for offshore transport of fluids in deep water conditions. Flexible pipelines are a good alternative to fixed
installations, mainly because of the advantages of easier storage and transport, lower operating costs, simpler
maintenance and higher chemical and mechanical resistance [1]. A flexible pipeline consists of several layers, where
the so-called inner polymer liner provides the barrier to the egress of the gas being transported. Inside the pipeline
the gas is often transported at extreme conditions of temperature and pressure, for a gas often well beyond

supercritical.

Introduction

Flexible pipes are used as a key component in the oil
and gas industry, especially for offshore applications.
The design of a flexible pipeline consists of different
layers of material, most of them metallic. But there are
two types of polymeric materials of crucial importance,
the first located at the outer-shell of the pipe which has
the main function of protecting from sea water corrosion
the inner metallic surfaces; the second polymeric layer
is in permanent contact with the transported fluid and
therefore reinforces from the inner side the isolation of
the metal layers. Moreover, this polymeric inner layer
needs to have special mechanical and chemical
properties compatible with the transported fluid to avoid
leakages and guarantee high safety levels. Due to its
critical importance to effective transport, the inner
polymer is the main object of this study. Inside the
pipeline the gases are transported at high temperature
and pressure, well above supercritical [2]. The critical
properties of CO; are: T, =30.98 °C and P. = 73.77 bar
[3]. There are two main issues regarding the contact of
supercritical ~ fluids with polymers: a swelling
phenomenon of the polymer of variable extension
depending of the type of polymer used, which could
lead to rupture of the pipeline; and the gradual
degradation of the polymer that can lead to a loss of
some key barrier properties of the polymer.

The study and optimization of the transport
properties of supercritical fluids in these pipeline
systems is an experimental challenge that requires the
acquisition of some thermodynamics and transport
properties, such as solubility and permeability. This can
be achieved using equipment, such as a Magnetic
Suspension Balance (MSB) and a 2-D permeation cell
for measuring the solubility and the permeability,
respectively. These properties are dependent on
pressure, temperature, and composition of the gas, but
also on the interactions with the chain group in the
polymer. Also, a particular matter to take into account is
the change of the polymers physical properties during
the transport at extreme conditions, such as the density,
diffusivity, swollen volume and even the free volume of
the polymers [2].

Transport Phenomena

The phenomena of gas transport through a polymer can
be decomposed into 5 steps, which can be summarized
as follows:

e Diffusion through the limit layer on the side
corresponding to the higher partial pressure
(upstream side);

e Absorption of the gas (mainly due to chemical
affinity or solubility) in the polymer;

e Diffusion of the gas inside the membrane polymer;



® Desorption of the gas at the side of lower partial
pressure;
e Diffusion through the limit layer of the downstream

side [4].

The transport phenomena can be grouped into three
transport  coefficients:  diffusion, solubility, and
permeability, where the permeability coefficient is
obtained by multiplying the other two coefficients.
Another important factor for gas transport in polymers
to be taken into account is the crystallinity. The
crystallinity fraction of polymer is attributed to the
region where the molecules are well arranged, in a
regular order. If in one hand the sorption and diffusion
phenomena take place in the amorphous regions, on the
other hand the crystalline regions act as barriers for
diffusion and are not included in the sorption process.
However, the existence of crystalline regions seems to
not influence the sorption mode in the amorphous
regions [2].

Temperature dependence

A common approach in the literature is to use an
Arrhenius equation as a descriptor of the temperature
influence in the different coefficients. For example, for
permeability the equation should be:

(1

—-E
Pe = Pejex L
0 P( RTJ

Where Pe, represents the limit value of permeability for
the infinite molecular agitation (7 —), E, is the

apparent activation energy of permeation, 7 is the
absolute temperature and R is the universal gas
constant. Through a linearization of Eq. 1 is possible to
obtain the unknown variables using the slope and the
ordinate from the trendline of the experimental data [4]-

(71

Specific Objectives
The purpose of this study is:

1. Experimental measurements of solubility and
permeability of pure CO; and its mixture with methane
(90/10) in different types of polymers — PVDF, XLPE
and PAI1 - up to 110 °C and pressures up to 650 bar;

2. Modelling the above properties based on the
equation of state sPC-SAFT. It is an objective the
inclusion of the volumetric properties of the polymer
(such as polymer swelling) in the model.

Measurements and Modeling of Solubility

The MSB can be simply described as a balance that
enables the weighing of the samples in almost all
environments at controlled temperature and pressure
conditions. The operational conditions can go up to
350 bar and 200 °C. The sample is placed in a sample
container which is connected to a permanent magnet.
Under the balance there is an electromagnet that attracts
the magnet whenever there is an electric current passing
through it. Thus, is possible to find the mass of the

polymer with the absorbed gas. The density of the gas at
the current pressure and temperature conditions is
acquired by MSB and after a buoyancy correction the
solubility coefficient is obtained. A scheme of the set-up
is represented in Figure 1.
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Figure 1: Schematic diagram of the MSB set-up.

The most versatile and successful models for
predicting and correlating the thermodynamic properties
(solubility and swelling) of gas/polymer mixtures,
especially at elevated pressures, are equations of state
[8]. In particular, the equation of state sPC-SAFT,
suitable for polymers and developed at DTU [9] has
been successfully applied to these and other similar
systems— see Figures 2 and 3.

As a main conclusion, it was observed that the
solubility is higher while increasing pressure and
temperature parameters, for both polymers.

25°C —— k =-0.022
0.08 5

0.06 4

0.044

Solubility (9,,./8,4, )

0.024

Pressure (bar)

Figure 2: sPC-SAFT correlations for CO, solubility in
PVDF at 45, 60, 75 and 90 °C. The crystallinity of the
polymer used in the model prediction was estimated to
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be 45%. The binary interaction parameter needs to be

temperature dependent in order to capture the
experimental data.
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Figure 3: sPC-SAFT correlations for CO» solubility in
XLPE at 45, 60, 75 and 90 °C. The crystallinity of the
polymer used in the model prediction was estimated to
be 50%. The binary interaction parameter reveals to be
temperature dependent.

Around 80 bar a significant increase of the solubility
is observed; one possible explanation for this
phenomena is that the swelling of the polymer (caused
by the passage of CO; from gas to supercritical stage) is
more affected — the volume of the sample contributes
for the buoyancy correction to the solubility calculation
— than the change in weight caused by the gas solubility
itself.

Measurements and Modelling of Permeability

As already mentioned, the permeability is obtained from
a 2-D permeation cell. The high pressure 2-D
permeation cell was designed and manufactured by the
Department of Chemical and Biochemical Engineering
at Technical University of Denmark. The operating
conditions of the cell are up to 150 °C and 700 bar. The
set-up of the equipment is shown in Figure 4. The cell
consists of two stainless steel chambers: a high-pressure
chamber — or primary chamber — and a low pressure
chamber — or secondary chamber.

Predictive theories for diffusion in polymers are
rare, although Vrentas and Duda [5] have proposed a
model based on the concept of free volume in a
polymer, where the free volume is divided into
interstitial free volume and “hole” free volume, where
only the hole free volume is available for solvent
diffusion. This is usually taken from a model such as
Flory-Huggins, although an equation of state such as
sPC-SAFT can also be used [6].

The effect of the temperature was studied in the
permeability coefficient between 45 and 90 °C and a
significant variation of the permeability is observed
with the increasing of temperature. These results are
expected because the increase of temperature causes
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mobility of the polymer chain, resulting in an
enhancement of the gas molecules diffusion [6].
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Figure 4 - Schematic diagram of the 2-D permeation
cell set-up

Figures 5, 6 and 7 present the permeability of CO; in the
three studied polymers as function of temperature and
pressure, which allows to apply the Arrhenius equation
linearization.
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Figure 5 — Logarithm of the permeability coefficient as
function of the inverse of the temperature for CO; in
PVDF and respective Arrhenius equation for the
different studied pressures.

The variation of permeability with pressure was
observed to be dependent of the type of polymer — for
instance PVDF has higher permeability while increasing
the pressure (Figure 5); contrarily to this, XLPE shows a
lower permeability with the pressure increase (figure 6),
this former behavior can be explained by a compression
of the polymer chains at higher pressures, decreasing
the free space and thus limiting gas passage. PA1l
shows a peculiar behavior (see Figure 7), attributed to
the loss of mass that polymer experienced along the
measurement due to the release of the plasticizer. The
loss of mass was even more significant for higher



pressures and temperatures were it reached a decrease of
3.5%.
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Figure 6 - Logarithm of the permeability coefficient as
function of the inverse of the temperature for CO, in
XLPE and respective Arrhenius equation for the
different studied pressures.
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Figure 7 - Logarithm of the permeability coefficient as
function of the inverse of the temperature for CO, in
PA1l1 and respective Arrhenius equation for the
different studied pressures.

Future Work

® Further experiments with MSB and 2-D permeation
cell to measure the solubility and permeability,
respectively, at different temperatures, pressures and
gases mixtures;

e Determination of the polymer swelling at different
temperatures and pressures;

e Investigate the change of the crystallinity fraction in
the studied pressures and temperatures;

e Develop of a model that combines a SAFT model
for solubility with a novel model for transport
phenomena of gases in polymers integrating the
work done before.

Acknowledgements
The author gratefully acknowledges NOV Flexibles and
DTU for funding the project.

References

I.

12

A. Rubin, C. Wang, Qualifications of Flexible
Dynamic Risers for Supercritical CO,, Offshore
Technology Conference, Houston, USA, 2012

S. Almeida, Measurement and Modeling of
Supercritical CO; Solubility and Permeability in
Polymers for Offshore Applications, M.Sc. thesis,
DTU Chemical Engineering (2012).

REFPROP, NIST, version 8.

. M. Klopffer, B. Flaconneche, Transport Properties

of gases in polymers: Biographic Review, Oil & Gas
Science and Technology, 56, (2001), 223-244.

. J.S. Vrentas, J.L. Duda, Free-Volume Interpretation

of Influence of Glass-Transition on Diffusion in
Amorphous Polymers, J. Appl. Polym. Sci., 22,
(1978), 2325.

J. K. Adewole, L. Jensen, U. A. Al-Mubaiyedh, N.
von Solms, and I. A. Hussein, “Transport properties
of natural gas through polyethylene nanocomposites
at high temperature and pressure,” J. Polym. Res.,
vol. 19, no. 2, p. 9814, Feb. 2012.

B. Flaconneche, J. Martin, and M. H. Klopffer,
“Permeability, Diffusion and Solubility of Gases in
Polyethylene, Polyamide 11 and Poly (Vinylidene
Fluoride),” Oil Gas Sci. Technol., vol. 56, no. 3, pp.
261-278, May 2001.

N. von Solms, M. L. Michelsen, G. M.
Kontogeorgis, Prediction and Correlation of High-
Pressure Gas Solubility in Polymers with Simplified
PC-SAFT, Ind. Eng. Chem. Res. 44, (2005), 3330.
N. von Solms, M. L. Michelsen, and G. M.
Kontogeorgis, =~ Computational ~ and  Physical
Performance of a Modified PC-SAFT Equation of
State for Highly Asymmetric and Associating
Mixtures, Ind. Eng. Chem. Res. 42, (2003), 1098.



Phone:
E-mail:

Supervisors:

PhD Study
Started:

To be completed:

Amata Anantpinijwatna
+45 4525 2912
amatana@kt.dtu.dk

Rafiqul Gani
John M. Woodley

August 2013
July 2016

Generic Model-Based Tailor-Made Design and Analysis
of Biphasic Reaction Systems

Abstract

Biphasic reaction system offers possibility of making novel synthesis routes, flexible or easier operation and
separation, as well as, higher production yield; hence, it has broad application range from organic reactions in
pharmaceutical and agro-bio industries to CO, capture. Though, framework and generic model for modelling of
biphasic reaction systems had already been developed, there are still rooms for improvements. In this study, a
framework for modelling biphasic reaction systems is extended to facilitate the model development in support of
model-based process design-analysis. A more recent thermodynamic model is implemented to broadening the

applicability.

Introduction

Biphasic reacting systems have a broad application
range from organic reactions in pharmaceutical and
agro-bio industries to CO, capture [1,2]. In these
systems, phases are created by two immiscible liquids
such as aqueous-organic solvents, ammonium-organic
solvents, supercritical carbon dioxide-ionic liquid, or
membrane-separated. Reactants, catalysts (including
biocatalysts and enzymes), and products can exist in
different liquid phases, allowing novel synthesis path as
well as enhancing selectivity and conversion through
regulating phases composition with solvent selection or
operation conditions. Moreover, by manipulating
reactor conditions, reactants, catalysts and products may
end up in different phases, leading to lessening the
separation tasks.

In order to efficiently develop, design, analyse and
optimize the process, mathematical modelling which
collectively describe physical and chemical equilibrium,
reaction mechanism, and unit operation must be
generated. Previously, a framework for modelling of the
biphasic reaction system has been proposed [3] together
with a generic model. The framework has been applied
successfully to reaction systems with PTC and pseudo
PTC. In this work, extension of previous work has been
done to get more predictive and wider range of
applicability of the generic model and framework; as
well as a more recent thermodynamic model is
implemented to broadening the applicability.

13

Objectives

- To propose a framework for modeling biphasic
reaction systems.

- To develop a model of interested biphasic reaction
systems.

- To use developed models for designing, optimizing,
and analyzing the system.

Framework and Generic Model

Figure 1 shows our extended framework for modelling
biphasic reaction systems. The first step is the problem
definition followed by articulation of the assumptions
used and collection of the relevant data. Normally, the
model is represented by three set of equations: balance,
constitutive and conditional equations [4]. In this work,
the constitutive and conditional equations are combined
into modules for describing physical equilibrium and
chemical reactions (kinetics, equilibrium and/or
diffusion). Problem-specific models are then generated
from different combinations of the equations from the
three modules.

In module 1, the physical equilibrium equations are
formulated. In particular, the partition coefficient is
defined as a distribution of each heterogeneous species
between the two co-existing phases related by equations
1 and 2.
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Figure 1: Extended framework for modelling of biphasic
reaction systems

a _ pE_p
X =K'x, 2

The activity coefficients are calculated from an
appropriate thermodynamic model, where the model
parameters, if not available, will need to be obtained.
When parameters have not been established,
experimental data need to be measured for parameter
regression. The intention is to develop a model with
parameters that can be used for other systems.

In module 2, the reaction mechanisms are
established. The generic reaction model is formulated as
non-elementary reaction rate law, shown in equation 3.
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The balance equations (module 3) depend on the
reactor geometry and the biphasic description. Generic
mass balance equation is related with other module
through extent of reaction concept shown in equations 4
and 5.
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Application of Segment Activity Model
In order to predict partition coefficient (K) of

heterogeneous species such as phase transfer catalysts
(PTC), the species and solvents are decomposed into
pairs, and activity coefficient of each pair is calculated
by appropriate thermodynamic model.

NRTL segment activity coefficient model (NRTL-
SAC) and extension version for electrolytes systems
[5,6] offer wide range of applicability for a system with
limited experimental data.

NRTLSAC Maskeled

Figure 2: Comparison of experimental data and eNRTL-
SAC modelled activity coefficients of 24 PTCs (left) and
experimental data and NRTL-SAC modelled maximum

solubility of 11 PTCs (right)

The model is initially applied to PTC activity
coefficients and solubility calculation in both aqueous
and organic phases. The results show an acceptable
agreement between experimental data and model
prediction as shown in Figure 2.

Conclusion and Future Perspective

Extension of the framework for modelling biphasic
reaction systems for more flexibility has been done. It is
successfully applied to various cases which highlight
the flexibility and model generation-solution features of
the framework. The generic model is also modified to
effectively and uncomplicatedly deal with complex
systems.

The segment activity coefficient (NRTL-SAC/
eNRTL-SAC) model implementation should help
reducing number of experimental data needed for
parameters regression, hence, widening range of
applicable systems. It shows promising prediction
capability and requires further investigation.

We plan to add energy balances feature to the
framework since some of the systems are highly
exothermic. Such a model could then be used to design
the full process operation and apply the framework to
more case studies.
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New Catalysts for Hydrodeoxygenation of Biomass Pyrolysis Oil

Abstract
Hydrodeoxygenation (HDO) is a promising technique to convert biomass pyrolysis oil (bio-o0il) into low oxygen and
high fuel grade oil. To support the process development, this project targets a systematic study of possible catalysts
in terms of activity and stability of different catalyst systems, reaction mechanisms of different bio-oil model
compounds and optimization of operating conditions. The project is part of the project “H2CAP - Hydrogen assisted
catalytic biomass pyrolysis for green fuels”.

Introduction

Pyrolysis of biomass produces a high yield of
condensable oil at moderate temperature and low
pressure. This bio-oil has adverse properties such as
high oxygen and water contents, high acidity and
immiscibility with fossil hydrocarbons [1]. Catalytic
hydrodeoxygenation (HDO) is a promising technology
that can be used to upgrade the crude bio-oil to fuel-
grade oil [2]. The development of the HDO process is
challenged by rapid catalyst deactivation, instability of
the pyrolysis oil, poorly investigated reaction conditions
and a high complexity and variability of the input oil
composition [2]. However, continuous catalytic
hydropyrolysis coupled with downstream HDO of the
pyrolysis vapors before condensation shows promise.

Specific Objectives

The objective of this project is to develop suitable
catalysts for the catalytic hydropyrolysis and the
downstream HDO processes having high activity, high
stability and a favorable cost and to improve the
understanding of the HDO process. This will be done
through experimental and theoretical investigations of
the HDO reaction under well-defined conditions using
bio-o0il model compounds, and possibly, at a later stage,
partly converted (stabilized) pyrolysis oil. The project
objectives cover:

= A literature survey on hydropyrolysis and
HDO with emphasis on the latter in terms of
bio-oil composition, catalyst formulation,
proposed reaction mechanisms, deactivation

15

mechanisms  and  recent

advances.

technological

= Preparation of HDO catalysts in the laboratory.

= Test of prepared catalysts in a high pressure
experimental setup along with investigation of
process conditions. Different bio-oil model
compounds will be applied.

= Detailed characterization of prepared catalysts
(fresh and spent).

= Selection of HDO catalysts for hydropyrolysis
and downstream deep HDO. Investigation of
catalyst stability, reaction mechanisms and
deactivation mechanisms.

= Experiments with real bio-oil.

Results and Discussion

Experimental HDO is carried out in a Pyrolysis Oil
Converter (POC) setup consisting of a fixed bed
catalytic reactor with a typical bed volume of 6-7 cm’.
The setup is capable of operation up to 120 bar and 550
°C. It is possible to connect five unique gasses and two
unique liquids to the reactor feed. Liquids and gasses
are separated downstream of the reactor and are
analyzed by GC-MS (FID, liquids) and GC (FID/TCD,
gasses).

Different classes of both noble and non-noble
catalysts have shown promising activity in the HDO of
bio-oil model compounds; e.g. sulfides, oxides, reduced
species and phosphides [2,3]. Different bio-oil model
compounds comprising a wide range of functionalities



such as polyols, phenols, aldehydes and ketones will be
applied individually and in mixtures in order to
investigate  reaction mechanisms of individual
compounds and interactions such as competitive
inhibition. Special attention is paid to operating
conditions (e.g. temperature, H, partial pressure,
residence time) and to tolerance against water, sulfur,
chlorine and potassium which are abundant in bio-oil.

Initial experiments: Activity of bulk MoO3

MoOs3 has been reported to be active in the HDO of
oxygenates at low hydrogen partial pressure through a
reverse Mars—van Krevelen mechanism [4,5]. The
conversion of acetone — a simple bio-oil model ketone —
has been investigated over MoO3 at 350-400 °C and near
ambient pressure. Selected results are shown in Figure
1. Blank experiments have shown that acetone does not
undergo gas phase reactions at the applied conditions.
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Figure 1: Acetone conversion over bulk MoOs3 at 400°C
with a total feed of 60 mmol/min and a partial pressure
of acetone of 0.05 bar (= 3 % in the feed). Partial
pressure of H in bar A) 1.08 and B) 1.85. The catalyst
has been flushed with N in between A and B.

Acetone is readily converted to the HDO products
propene and propane, the latter in contradiction with the
common perception that MoOs; does not possess
hydrogenation activity [4,5]. An acetone conversion up
to approximately 50 % has been observed in the initial
experiments.

No significant cracking activity occurred and only a
negligible amount of condensation products were
detected. It has been proposed that MoOs is activated
through a mild surface reduction introducing oxygen

vacancies that act as sites for oxygenate adsorption
[4,5]. An activation period has been detected after
introducing acetone into the feed stream — independent
on the previous time on stream with hydrogen. This
indicates that the catalyst could be activated through a
carburization process.

Returning to the initial conditions at the end of an
experiment has shown severe catalyst deactivation.
Reactivation of the spent catalyst by oxidation in diluted
air (10 % O») at 400 °C was not possible. This could be
explained by coke deposition, which would require
higher temperatures for regeneration. To evaluate the
stability of MoOs further, experiments will be carried
out with water and sulfur in the feed. Also, a series of
supported MoO; samples on different supports (Al>O3,
Zr0», TiO,) will be prepared and tested. Finally, other
bio-0oil model compounds will be included in the
investigation.

Density Functional Theory (DFT) calculations at
Stanford University and X-ray Absorption Fine
Structure (XAFS) characterization at Karlsruhe Institute
of Technology will aid the understanding of the
different catalyst systems investigated.

Conclusions

HDO of bio-oil is a complex process due to the complex
nature of pyrolysis oil. Development of active and
stable catalysts for the hydropyrolysis and downstream
HDO requires a systematic investigation and
understanding of the conversion of individual and
mixed model compounds over different catalysts at
different operating conditions. Initial experiments for
conversion of acetone over bulk MoO3 show interesting
results, with an acetone conversion up to approximately
50 % into the HDO products propane and propene.
Future work will further evaluate the performance of
bulk MoOj3 and other catalyst systems.

Acknowledgements

This work is part of the Combustion and Harmful
Emission Control (CHEC) research center at The
Department of Chemical and Biochemical Engineering
at DTU. The project is funded by The Danish Council
for Strategic Research, The Programme Commission on
Sustainable Energy and Environment.

References

1. A.V. Bridgwater, Biomass and Bioenergy 38 (2012)
68-94.

2. P. M. Mortensen, J.-D. Grunwaldt, P.A. Jensen, K.G.
Knudsen, A.D. Jensen, Applied Catalysis A: General
407 (2011) 1-19.

3. P. M. Mortensen, J.-D. Grunwaldt, P.A. Jensen, A.D.
Jensen, ACS Catalysis 3 (2013) 1774-1785.

4. T. Prasomsri, T. Nimmanwudipong, Y. Roman-
Leshkov, Energy and Environmental Science 6
(2013) 1732-1738.

5. T. Prasomsri, M. Shetty, K. Murugappan, Y. Roman-
Leshkov, Energy and Environmental Science 7
(2014) 2660-2669.

16



Phone:
E-mail:
Discipline:

Supervisors:

PhD Study
Started:

To be completed:

Alay Arya

+45 4525 2864

alaya@kt.dtu.dk

Centre for Energy Resources Engineering

Georgios Kontogeorgis
Nicolas von Solms

January 2014
December 2016

Modeling of Asphaltene System with Association Model

Abstract
Asphaltene precipitation is calculated using Cubic Plus Association (CPA) equation of state (EoS) following
specific modeling approach and oil characterization. It is found that temperature dependent cross-association energy
correlates asphaltene phase envelope quite well in agreement with experimental data. Effect of gas injection on
asphaltene precipitation is also correlated with experimental data by tuning only single binary interaction parameter.

Introduction

Asphaltene is normally present in the reservoir oil and
for industry it is analogous to “cholesterol” since its
precipitation stops the entire production and causes the
loss of millions of dollars. It is an “ill defined”
component of high molecular weight (around 500-4000
gm/mol), which is considered most polar part in the oil
compared to the other components. This polar nature of
asphaltene is believed to be imparted by heteroatoms
(O, S, N, vanadium, nickel) present in its structure.
Because of this polar nature asphaltenes associate with
each other and precipitate at certain temperature,
pressure and composition. However, prediction of these
conditions, where asphaltene precipitates, is quite
uncertain and detailed thermodynamic model and
appropriate oil characterization is required. Asphaltenes
can easily precipitates as pressure is reduced but also if
the oil is diluted by light hydrocarbons eg. gas such as
methane, CO; or nitrogen. Ever since the introduction of
enhanced oil recovery (EOR) method with gas this
problem has become even worse. Moreover, oil with
little amount of asphaltene (say, 0.1 mol %) may show
precipitation problem than the oil with moderate amount
of it (say 1 mol %) and vice versa. Different EoSs with
different modeling approach have been used to predict
asphaltene phase equilibria; however, there is no single
convincing model for industries to use.

Specific Objective

The purpose of this project is to use EoS based on
association theory and develop an approach to predict
asphaltene precipitation at different conditions of
temperature, pressure and composition. We plan to use
CPA [4] and Perturbed Chain Statistical Associating
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Fluid Theory (PC-SAFT) EoS [6,7] models to compare
the results.

Discipline
Engineering Thermodynamics.

Modeling Approach

There could be different ways to characterize oil with
asphaltenes, however, in this report we characterize oil
based on SARA (Saturates Aromatics Resins
Asphaltene) analysis. Ideally, we should have separator
gas and heavy oil molar compositional analysis, gas to
oil ratio and SARA analysis to back calculate the
composition of reservoir oil by combining separator gas
and heavy oil. SARA analysis gives composition of
heavy oil into weight fraction. To convert it into molar
fraction, we need molecular weight information of each
fraction, which is generally not available. In addition,
asphaltenes has tendency to cross associate with resins
and aromatics, which entails to determine cross
associating  energies for asphatenes-resins  and
asphaltenes-aromatics pairs. Asphaltene molecules are
self-associating, which entails to determine one more
parameter that is self-associating energy for asphaltene-
asphaltene pair. To reduce degree of freedoms (number
of unknown parameters to be determined) and also
inspired from Zhidong et al [5], we merge three
different fractions (Saturates, Aromatics, Resins) into
single fraction (Heavy component). Asphaltenes are
considered as monomeric molecules and its molecular
weight is assumed to be 750 DA [2,3]. Critical
properties of asphaltenes are also fixed assuming its
solubility parameter to be 18 MPa'2. Self-association
energy (€24/R=3000 K) and association volume fraction



of asphaltenes molecules (B*4=0.050) are also fixed.
For heavy component, normal boiling point is calculated
from Pedersen relationship. Critical parameters of
heavy component are calculated from Kesler —Lee
relationship. Critical pressure of heavy component is
tuned with respect to bubble points of reservoir oil.
Cross-association energy (£AM/R) between heavy
component and asphaltene is temperature dependent and
calculated from experimental data of upper onset
pressures at two different temperatures. Cross-
association volume fraction (B*"=0.050) is also fixed.

Results and Discussion

Asphaltene Phase Envelope

Asphaltene phase envelope is calculated for reservoir oil
presented in Jamaluddin [1]. Critical pressure of heavy
component is tuned with respect to bubble points. Only
two points of upper onset pressure are used to regress
the €A/R and rest of the trend points are pure
calculation. From Figure 1, one can observe that CPA
model can correlate upper onset points and bubble
points. Lower onset pressure curve is pure prediction,
which is in good agreement with experimental data.
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Figure 1: Asphaltene Phase Envelope for reservoir oil.
Solid lines represent CPA model calculation. Symbols
represent experimental data from Jamaluddin [1].

Effect of Gas Injection

Once we have calculated the temperature dependent
€AM/R and critical pressure of heavy component, we can
calculate the effect of gas injection on asphaltene
precipitation. Figure 2 shows the effect of N» injection
on the upper onset pressure of the same oil considered
above. CPA can accurately correlate the experimental
data but only after tuning the binary interaction
parameter for asphaltene-N, pair.
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Figure 2: Asphaltene Upper Onset Pressure and Bubble
pressure as a function of amount of N> injection. Solid
lines represent CPA model calculation. Symbols
represent experimental data from Jamaluddin [1].

Conclusion

The asphaltene modeling approach with CPA EoS is
very simple to use since it involves only two unknown
parameters. Model is able to correlate the asphaltene
phase envelope with experimental data after regressing
critical pressure of heavy component and temperature
dependent cross-association energy. Effect of gas
injection can also be correlated after tuning only one
binary interaction parameter. However, model is not
completely predictive and need minimum experimental
data for tuning.
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Interconnected fluidized bed technology

Abstract

Interconnected fluidized bed (IFB) systems are applied for gas-solid processes with two steps, two reactors
operating at different reaction atmospheres or conditions. Solids are recirculated between the fluidized beds
typically through loop-seals which can control the solid circulation rate and prevent backflow of gases. Depending
on the characteristics of the process, different particle types, mostly particles in Geldart group A and B, were already
applied in IFB systems. There may be demands for application of fine particles with very large surface area (Geldart
group C) in IFB systems. Such particles may cause channeling and agglomeration in the traditional loop-seals. In
this project, a new loop-seal configuration for IFB systems is studied in order to facilitate use of interconnected
fluidized bed systems operating with fine cohesive Geldart group C particles.

Introduction

IFB system is typically composed of two parallel
fluidized bed reactors with separate gas atmospheres
and with the solid material circulating between the
reactors through so-called loop-seals. Such reactor
systems may be used for different kind of reactions, i.e.
fluid catalytic cracking of hydrocarbons — where the
cracking is carried out in one reactor under reducing
conditions where the solid catalyst is gradually
deactivated by coke formation. The poisoned catalyst
particles are then transferred to the second reactor for
regeneration under mild oxidizing conditions to avoid
high temperature sintering.

Another example is chemical looping combustion
where oxygen carrier particles, mostly metal oxides,
carry oxygen from the combustion air to a gaseous fuel.
The metal oxide particles gain oxygen from the air in
the first reactor. Then particles are transported to the
other reactor where the metal oxide reacts with the
gaseous fuel. In this way the fuel and air are never
mixed which can be a significant advantage for some
applications.

In a chemical looping hydrogen production process,
metal oxide (MeO) particles are transported to the
reducer in contact with fuel, e.g. syngas or methane.
Afterwards, metal (Me) particles are transported to the
H, generator reactor in contact with water vapor to
produce hydrogen.
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Low temperature gasification of biomass in the
presence of calcium oxide particles may be used for
production of syngas with high content of hydrogen and
separation of carbon dioxide. Calcium carbonate
particles formed by reaction of calcium oxide with CO,
are transported to a calciner, to be calcined back to
calcium oxide.

In the examples mentioned above, circulation of
solids between two fluidized beds operating under very
different conditions is realized by different types of non-
mechanical valves, such as J-valves, U-valves and L-
valves [1].

Literature studies reveal that utilization of fine
particles in various industrial applications — such as
catalysts, sorbents, drugs, cosmetic, bio-materials, food,
etc. tends to increase [2].IFB systems have the potential
to be applied as one of the unit operations which
facilitates handling and reaction of two-phase gas-solid
processes. Two relevant sequent processes, like
oxidation-reduction, carbonation-calcination or
absorption-desorption, could be implemented separately
in each reactor of an IFB system, where each fluidized
bed is operated under its own controlled pressure,
temperature and gaseous atmosphere.

Loop-seals are one of the crucial parts which play an
important role in operation of an IFB system. Loop-
seals control the solid circulation between fluidized
beds and prevent mixing of gaseous product of
connected fluidized beds. Conventional loop-seals have



difficulties handling the fine particles due to operational
issues which occur for fine particles, e.g. channeling,
cracking and formation of large agglomerates.

Specific objectives

This study will deal with a new type of loop-seals
dedicated for operations of interconnected fluidized bed
systems with the particles containing large amount of
Geldart group C particles.

The new loop-seal comprises of a part which is
operated under fast fluidization or pneumatic transport
regime [4], and other part is a dense moving bed. Within
the transport section, fine particles are transported
individually or in form of agglomerates out by
elutriation. High gas velocity in the outlet section of this
device transports the particles and prevents backflow of
gases.

Primarily, the new design is analyzed under cold
flow conditions to characterize hydrodynamic of the
system and disclose design parameters.

The studies are being carried out experimentally
under different operating conditions for various types of
particles. Additionally, mathematical modeling will be
performed to understand hydrodynamic of solid and gas
flow in the loop-seal. The new loop-seal is expected to
be applied in an IFB system to make the operation of
fine group C particles feasible.

Loop-seal for fine particles

Conventional loop-seals are operated with Geldart
group A and B particles under superficial gas velocities
close to the minimum fluidization velocity of the
particles. Application of the conventional loop-seals for
operation of Geldart group C particles is a significant
challenge. In order to study and optimize the pattern and
structure of the loop-seal used for fine particles, a cold
loop-seal simulator is designed and constructed.

The test rig consists of two sections, dilute phase in
the draft tube and dense phase in the annulus section.
Considering the particles properties (e.g. size and
density) and operating conditions (e.g. gas feeding rate
and draft tube diameter), the draft tube is operated under
fast/turbulent fluidization or pneumatic transport
regime.

Particles are accelerated after being in contact with
the high velocity upward gas stream and regarding their
momentum, reach a specific height above the draft tube
outlet. Particles in the formed fountain are deposited
down into the annulus section. At the bottom of the
annulus section, gap between draft tube and bottom of
the device, particles are sucked into the gas stream and
transported upward. In the annulus section, a downward
moving dense bed is observed.

Considering particles flow pattern, solid particles are
internally circulated in the device. And higher gas flow
rates increases the height of the fountain even to the
outlet section which leads to transportation of particles
out of the device.

Fine particles experience difficulties to move down
through the annulus section and flow to the high gas

flow stream at the bottom section. So, experiments were
performed on larger particle sizes while individual
operation of fine particles, in this device, seems
impossible.

Moreover,  supplementary  experiments  were
performed by changing the geometric parameters and
operating conditions. Summary of the results from
operation of set-up are represented in Table 1. It shows
if the geometric or operational parameter increase, how
the pressure drop, internal solid circulation rate and
flow fraction distribution change. Trend of acquired
results from corresponding parameters are in a good
agree with other studies on similar set-up [5].

Table 1. Summary of the experimental results

Internal solid Flow
Parameters Pressure . . .
(ifi ) dro circulation fraction
Y ncreases, P rate distribution
Particle size N - T
Gap of draft tube ™ T ™
Draft tube diameter NE ™ N2
Total gas flow rate N ™ N

New set-up was designed and constructed based on
the observed issues from operation of fine particles in
the first version. Some modifications and fundamental
changes on were applied on configuration of the device.
Next phase of this project is to check the feasibility of
handling the fine particles in the new test rig which is
expected to act as a loop-seal for fine particles.

Conclusion and future works

Construction, modification and development of a device
for a new loop-seal which can handle Geldart Group C
particles were performed. The experiences from the
preliminary studies of the device were conducted to the
modification and design of the new version. New
structural configuration was proposed with the new port
for feeding of fine particles.

Experimental studies on operation of the new test rig
with coarse particles and also fine particles are
implemented. Modifications and corrections are applied
to achieve handling of fine particles by means of new
device.
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Modelling, Synthesis and Analysis of Biorefinery Networks

Abstract

The production of fuels and chemicals is primarily based on crude oil. The use of biomass as raw material represents
a sustainable alternative. In order to establish a new industrial system on the basis of biomass, a systematic approach
to generating, evaluating and selecting biorefinery processing networks is needed. In this PhD study, a systematic
methodology for synthesis and design of biorefinery networks will be developed, along with the associated methods

and tools.

Introduction

Petroleum is currently the primary raw material for the
production of fuels and chemicals. Consequently, our
society is highly dependent on fossil non-renewable
resources. Recently, renewable raw materials are
receiving increasing interest for the production of
chemicals and fuels, so a new industrial system based
on biomass is being established with sustainability as
the main driving force [1].

A Dbiorefinery is a processing facility for the
production of multiple products (including biofuels and
chemicals) from biomass, an inexpensive, abundant and
renewable raw material [2].

The optimal synthesis of biorefinery networks
problem is defined as: given a set of biomass derived
feedstock and a set of desired final products and
specifications, determine a flexible, sustainable and
innovative processing network with the targets of
minimum cost and sustainable development taking into
account the available technologies, geographical
location, future technological developments and global
market changes.

The synthesis and design of processing networks
involves the selection of raw materials, processing
technologies/configurations and product portfolio
compositions among a number of alternatives. A
common approach to the formulation and solution of
this class of decision-making problems is mathematical
programming, in which the problem is decomposed
into: (i) representation of the superstructure of
alternatives, (ii) formulation of the mathematical
optimization problem, and (iii) solution of the
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optimization problem to determine the optimal design
according to the defined criteria and constraints [3].
Compared to crude oil feedstock, biomass has lower
quality and its processing cost is higher. Also, the
quality and quantity of biomass is affected by the region
and climate [4]. Therefore, unlike the optimal
petrochemical refinery, the optimal biorefinery network
problem should have location-dependent solutions.

Table 1: Methods and applications
synthesis of biorenewables [4]

for optimal

Author/s Method Application
Karrupiah et al. [5]  MINLP Corn-based ethanol
production
Drobez et al. [6] MINLP Biogas production
Harwardt et al. [7] MINLP Butyl-levulinate
separation
Zondervan et al. [8] MINLP Production of
ethanol, butanol
Martin and MINLP FT-diesel
Grossmann [9] production
Voll and Marquardt RNFA; MIP Production of 3-
[10] MTHF
Ponce-Ortega etal.  Disjunctive Production of
[11] programming bioalcohols
Rizwan et al. [12] MINLP Production of
biodiesel

The mathematical programming approach has
already been applied to the case of biorefinery networks
for specific applications; some of them are shown in
Table 1 [4]. However, a generic systematic
methodology for biorefineries is still not at hand.



Process systems engineering (PSE) methods and
tools have been widely used in the petrochemicals and
fuels sectors. In order to identify the optimal biorefinery
network, existing PSE methods and tools will prove
essential.

Discipline
The research conducted in this project is primarily
within the field of process systems engineering (PSE).

Objectives

The objective of this project is to develop a systematic
method and associated tools to synthesize, design and
analyze innovative biorefinery networks based on
chemical and biological approaches to convert biomass
feedstock into valuable chemicals and biofuels. The
project comprises two main tasks: (i) the development
of a generic synthesis methodology for biorefinery
networks and (ii) the establishment of generic methods
and tools for synthesis, design and evaluation of
biorefinery networks and their integration in a
computer-aided framework.

!

-ADPHEgER

Figure 1: Biorefinery superstructure [8].

In the first task, the possible biorefinery networks
will be represented as a superstructure of alternatives.
Figure 1 shows a biorefinery superstructure developed
by Zondervan et al. [8]. In this project, this will be
expanded with other alternatives thus increasing the
scope and significance of the superstructure.

utility input
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! primary
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Figure 2: Generic process interval scheme [13].

Each processing interval in the superstructure is
modelled with a generic model based on the scheme in
Figure 2 [13]. The complete biorefinery model will be
solved to determine the optimal network for each
considered scenario.

In the second task, computer-aided methods and
tools will be developed. A knowledge base of
biorefinery raw material, processing technologies and
products will be built where all necessary data for the
problem solution are to be stored. The knowledge base
should include information such as component
properties, utility and capital cost data, product
specifications, prices of chemicals, transportation data
and reaction stoichiometry and conversion.

The developed method is expected to identify the
optimal route for a given set of biomass and products
while satisfying the sustainability criteria and taking
into account the geographical and supply chain
constraints. The method will be applied to different case
studies in order to show its application.

Conclusions

The problem of systematic synthesis and design of
biorefinery networks will be addressed in this project. A
systematic methodology is to be developed, which
should include the problem formulation, analysis and
solution using a mathematical programming approach.
Moreover, supporting computer-aided methods and
tools will be created and integrated with the
methodology, which is expected to determine optimal
biorefinery networks for different scenarios.
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Operation and Design of Diabatic Processes

Abstract

Separation of mixtures by distillation is an energy intensive task, but yet, amongst one of the cheapest. Due to
increasing attention paid on environmental footprint and sustainability, new intensified configurations are appearing
with the goal of reducing utility consumption. Meanwhile, conventional equipment is continuously improved to
enhance resource utilization. Because of various competing technologies, a better understanding must be collected in
order to identify strengths and weaknesses in novel distillation configurations. As it is today, no full-scale diabatic
distillation columns are currently operating in the industry. The aim of this PhD project is to shed light on the
potential benefits of diabatic operation and to handle some of the barriers for industrial application/acceptance of

diabatic distillation columns.

Introduction

Multi-stage distillation has been known since the 16th
century and is the most common unit operation in the
chemical industry. At present, multi-stage distillation is
considered a mature technology; however, alternative
intensified configurations have appeared recently.
Reactive distillation, dividing-wall columns, and
mechanical vapor recompression column are examples
of industrially proven, intensified configurations.

The heat-integrated distillation column (HIDIC) is
considered a potential alternative to the conventional
distillation column (CDiC). These configurations are
illustrated in Figure 1. In the HIDIiC, gradual
condensation occurs along the rectifying section and
gradual boil-up occurs along the stripping section as
heat is exchanged between the sections, realized by
operating the rectifying section at a higher pressure
using a compressor above the feed stage.

Various studies concern benchmarking of the HIDiC
but the overall conclusion is contradictory due to
numerical dissimilarities and different basis of
comparisons. This issue has been addressed by several
authors recently, and it appears that the economic
advantage of any of the configuration is a complex
function of mixture identity, whereas correlations
between optimality and relative volatility have been
shown for ideal mixtures. Furthermore, several studies
have already proven the operability of the HIDIC by
simulation and experimentally in  bench-scale
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experiments, but more work has to be done to simulate
real industrial applications.

Distiliate Fest ) Compressor  Distillate
Condenser e) Trim-
condenser
Feed
—
Trim- ¢
reboiler (<
Reboiler 3
Bottoms Throttling valve
Bottoms

(@) (b)
Figure 1: (a) Conventional distillation column (CDiC)
and (b) Heat-Integrated Distillation Column (HIDiC).

Specific Objectives

Design of conventional distillation columns is a well-
known task. The most common approach is the
graphical McCabe-Thiele method, which in principal is
restricted to binary mixtures with components with
similar heats of vaporization and columns with adiabatic
stages. However, for diabatic distillation columns such
as the HIDIiC, more advanced methods are needed.
Different HIDIC design methods have been appearing in
literature as e.g. the Extended Ponchon-Savarit Method
[1,2] which graphically combines phase equilibria and
energy balances in one diagram, and the Thermo-
Hydraulic Approach [3] which takes into account



physical realization of adding heat transfer area inside
the column. The weakness of all methods are that they
all require many design decisions that are crucial to the
economic feasibility of the design. Recently, the design
issue has been addressed, and a systematic design
methodology has been proposed accounting for both
economical and hydraulic feasibility and has been tested
on several industrial relevant, binary mixtures.

Results and Discussion

The proposed design method is illustrated on the

separation of 83 mol/s equimolar, saturated liquid feed

mixture of methanol/ethanol at atmospheric pressure.

The separation specifications are 99.5% methanol in top

and 0.5% ethanol in bottom.

Two measures are used as design criteria: The
relative annualized cost and the hydraulic feasibility
indicator. The relative annualized cost is the ratio of the
annualized cost of a HIDIC to that of a CDiC:

RTAC = TACupic / TACcpic (1)

Hydraulic feasibility indicator is the ratio of available

heat transfer area to installed heat transfer area:

HFI = Aavaitable /Ainstalled (2)

The available heat transfer area is based on a concentric

design with the stripping section as the outer shell [3]. A

feasible design satisfies following constraints:

RTAC <1 and HFI > 1 3)

The methodology is illustrated in Figure 2 as the

evolution of capital expenditures (CAPEX) and TAC,

where each point represent an intermediate column
design given by:

A. A base case design for a CDiC method is obtained
using the McCabe-Thiele method

B. An economic optimum of a CDIiC is obtained by
varying the number of stages maintaining same
relative feed location leading to 33/33 stages in
rectifying/stripping  sections. The CAPEX is
increased because of more stages required, while
TAC is reduced due to reduced utility consumption

C. The pressure of the rectifying section is increased
until a specified minimum temperature gradient is
obtained (here 5 K). This design is not heat
integrated and thus the TAC is significantly
increased because of the addition of a compressor.
A compression ratio of 2.09 is required.

D. It is proposed to thermally couple as many stages as
possible. Furthermore, the coupling should take
place as far away from the feed stage as possible. In
this example, the sections are equally sized and thus
the couplings 1-34, 2-35, ..., 33-66 is adopted,
counting from top. The heat exchange area is
increased until external reflux-free or external boil-
up-free operation is obtained, giving a heat
exchange area of 48 m?%stage while maintaining
minimum 5 K driving force. The CAPEX of this
design is significantly increased compared to
optimum CDiC in point B, because of a compressor
and 33 internal heat exchangers, but the TAC is
lower as RTAC=0.76 and HFI=0.17.

E. In order to increase HFI to satisfy Eq. 3, the number
of heat-integrated stages is increased as long as
TAC is decreased simultaneously, resulting in
41/41 stages (all heat-integrated). The external
reflux/boil-up-free operation leads to 34.8 m*/stage
heat transfer area and a compression ratio of 2.121.
HFT1 is increased to 0.23.

F. The remaining option for increasing HFI is to
decrease heat transfer area until HFI=1, leading to
18.8 m?%/stage at a cost of a RTAC of 1.00.

2,2

2
18
16

1,4

1,2

D

Total Annualized Cost [M$/yr]

1
051152253354455556
Capital Expenditures [M$]

Figure 2: Illustration of proposed design algorithm for
the separation of methanol/ethanol.

Conclusion

Diabatic distillation is an attractive technology from
economical and an environmental point of view. The
barrier for industrial acceptance of the HIDIC is the
complexity associated with integration and investment
of the internal heat exchangers. The significance of
considering the physical available space for heat
exchangers has been demonstrated by the presented case
study. As shown, a methodology is developed. Now the
remaining task is to relate the techno-economic
feasibility of the HIDIC to classes of mixtures, in order
to close a gap for industrial implementation.
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CO:-Hydrates - Challenges and Possibilities

Abstract

Despite its importance, accurate modeling of carbon dioxide (CO;) and in particular mixtures of CO; is still a
challenge. Popular approaches model CO; either as an inert or as a solvating molecule. In principle, however, CO> is
a quadrupolar molecule and should rigorously be modeled as one. In this PhD project, in an attempt to obtain a more
physically correct model, a quadrupolar contribution to the Helmholtz energy, inspired by recent advances within
the statistical association fluid theory (SAFT), is proposed and combined with the well-known cubic plus
association (CPA) equation of state (EoS). The new model has successfully been applied to the prediction of
derivative properties of CO; and the prediction of binary vapor-liquid (VLE) and liquid-liquid equilibria (LLE).

Introduction

In recent years COs has received a significant amount of
negative attention due to its contribution to the global
warming and the fact that the amount of CO; in the
atmosphere continues to rise. This is believed to be
largely due to the high amounts of CO emitted to the
atmosphere as a result of e.g. electricity production from
the combustion of fossil fuels. Alone in Denmark more
than 40 million tons of CO; are emitted each year [1].
The reduction of the CO, emission is considered a high
priority.

To understand the problems caused by CO,, high
quality experimental data and accurate models, valid
over a wide range of conditions and chemicals, are
necessary. For example a novel technique for CO;
capture using gas hydrates has recently been patented
[2]. The operation pressure of the technique, however, is
currently too high to be economically profitable. It is
believed that this pressure could be reduced by specific
additives. Such a screening process, however, is
expensive and time consuming, and accurate models for
CO; in mixtures would greatly facilitate this process.

Mixtures of CO, and gas hydrates are also a
nuisance in the petroleum industry, where the phase
equilibrium of mixtures of CO; in hydrocarbons, water
and glycols are of particular importance [3].

In this work, in an effort to improve current models
and obtain a more physically correct model, a
quadrupolar term, inspired by recent advances within
SAFT, is proposed and combined with the well-known
CPA EoS (Kontogeorgis et al. [4]). In this contribution

25

the new model is compared to other popular approaches
for the prediction of binary VLE and LLE.

Specific Objectives

The purpose of the overall FTP project is to acquire a
solid experimental and theoretical basis for
understanding and addressing the problems of CO, and
COs hydrates, for the possible utilization of hydrate
formation as a CO> capture technology.

More specifically a molecular thermodynamic model
for CO, has been developed, based on the CPA EoS.
The model includes a quadrupolar term which is based
on a modification of expressions developed from
statistical thermodynamics [5]. For the pure compounds
a similar quadrupolar expression has been employed
previously by Karakatsani et al. [6] while mixing and
combining rules resemble those employed by e.g.
Gubbins and Twu [7] as well as Jog et al. [8].

The model has first been tested for various pure
compound bulk properties such as liquid densities, heat
capacities, and the speed of sound. Secondly the model
has been tested for binary mixtures containing CO2 and
alkanes, water and alcohols.

The model will also be tested for its ability to
reproduce the experimentally observed excess
properties such as the excess enthalpy and volume from
binary mixtures and its ability to model ternary and
possible quaternary mixtures of CO,.

Finally the model will be incorporated in a van der
Waals- Platteeuw theory for describing CO; hydrates.



Results and Discussion

Despite the importance of CO, containing mixtures,
most equations of state still struggle with the predictions
of the phase equilibrium of such mixtures [3]. A reason
for this may be that traditional approaches such as the
Soave-Redlich-Kwong (SRK) [9] EoS treat CO, as an
inert. Even in modern equations of state such as the
Statistical Association Fluid Theory (SAFT) only
dispersive forces are usually considered. The continued
use of such procedures may be attributed to the fact that
the mixture behavior is (mostly) captured quite well
when the model is adjusted with a relatively large
interaction parameter (k;). The predictive nature of the
models is lost in this way, however, and it is uncertain
how well such procedures work when extended to
mixtures with more than two components.

Other more pragmatic approaches tend to treat CO,
as a self-associating (hydrogen bonding) or solvating
molecule, such procedures often works well resulting in
better correlations with smaller interaction parameters
[3]. Unfortunately the improvement is obtained at the
cost of additional pure component parameters and, in
some cases, an extra parameter for the binary mixtures.

Rigorously, however, CO, has a large quadrupole
moment (i.e. a concentration of charges at four separate
points in the molecule). Quadrupolar forces are small
short ranged forces relative to regular van der Waals
forces; they may become important, however, for
molecules with a significant quadrupole This is believed
to be the reason for the unusual phase behavior of
mixtures of CO,.

For these reasons several quadrupolar terms have
been included within the SAFT framework, e.g. the
quadrupolar models suggested by Gross [5] and
Karakatsani et al. [6]. These terms are mainly based on
the statistical mechanical theories for quadrupolar fluids
developed by Stell and coworkers [5, 10, 11].

Inspired by the advances seen within the SAFT
framework we have recently developed a new
quadrupolar term which is directly applicable in
equations of state such as the CPA EoS. The term is
essentially a combination of the approach employed by
Karakatsani et al. [6] for pure compounds with mixing
rules similar to those employed by Jog et al. [8]. The
form of the new term employed in this work does not
add any additional adjustable parameters compared to
CPA without association.

The CPA is an equation of state, which combines
the simplicity of the SRK EoS with the association term
from Wertheim’s theory. The model is set in the
Helmholtz energy as a summation of independent
contributions from the SRK and association term
respectively. Consequently the Helmholtz energy term
of the CPA EoS is coupled with the quadrupolar term
assuming that the energy terms are additive:

Ares :ASRK+AASSOL‘+Aquad (1)
Equation 1 is used to combine the quadrupolar terms
within the CPA framework.
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Figure 1: Model correlations to the experimental liquid
density of CO,, Circles are experimental data from [12].

In this contribution we compare three approaches to
CO» using CPA; namely when CO; is treated as either
an inert species (only 45X in Eq. 1 is non-zero), a self-
associating species using the 4C association scheme
(A7=0 in Eq. 1) or as a quadrupolar molecule
employing the new quadrupolar term (4%**=0 in Eq. 1).
Typically pure compound parameters are fitted to
saturated liquid densities and saturated vapor pressures.
However, as Figure 1 illustrates the correlations to
liquid density are almost equally good using the three
different approaches to CO,. CPA without association
(n.a.) captures the data quite well, it does, however,
deviate systematically at either endpoints Superior
correlations are obtained when CO, is treated as an
associating compound, but at the cost of two extra
highly correlated adjustable parameters, on the other
hand the quadrupolar term offers some improvement
too, without the need for additional adjustable
parameters. Table 1 shows the regressed parameters of
the three approaches, and Table 2 shows their deviation
from experimental data. The experimental value of the
quadrupolar moment of CO, (4.3DA) is employed.

Table 1: Estimated pure compound parameters of the
CPA using three different approaches for CO, Reduced
temperature range: T=[0.7-0.9].

r b[mL ¢ p ¢/R
Type 1Kl /mol] K] R
na 1552 272 076 - = 3
4C 1389 284 0.69 297 471 3
This
Quad 1318 279 0.68 - work

Obviously the improvement is most significant for
the liquid density where deviations are reduced almost
by an order of magnitude when CO; is treated as either
an associating or quadrupolar species. However, we
should keep in mind that the improvement is obtained at
the cost of two extra adjustable parameters when CO is
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assumed to be self-associating. As the CPA EoS already
correlates the data quite well, identification of ‘unique’
parameters may be an issue, since the data used for
parameter estimation is sparse in relation to the model.
That is, good agreement between correlated and
experimental pure compound properties is not a
sufficient condition for a good predictive model, but
certainly a necessary one.

Table 2: Percentage absolute average deviations (AAD)
from experimental data for CO, with the CPA using
three different approaches for CO».

Type  %AAD in p" % AAD in P Ref
n.a. 0.80 0.20 3
4C 0.10 0.07 3

This

Quad 0.07 0.12 s
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Figure 2 - Predicted (kjj=0) VLE of CO,+ethane at three
temperatures (in Kelvin). Circles are experimental data
from [13].

To evaluate the predictive capability of the
quadrupolar term the VLE of a number of
COxthydrocarbon mixtures have been predicted based
on the pure compound parameters only. That is, no
interaction parameter is employed.

Using the three approaches for CO, Figure 2 and
Figure 3 compares the predicted VLEs of the binary
mixtures COrtethane and COstpropane  with
experimental data.

It is clear from Figure 2 and Figure 3 that significant
improvements can be obtained using either a
quadrupolar term or CPA with association compared to
the CPA without association. That is, without the
quadrupolar term an almost ideal Raoults law type VLE
is predicted in Figure 2, while both other approaches
predict the azeotrope, although at slightly lower
pressures than experimentally observed.

27

(2]
(3,

@ LA Wabster and A.J. Kidnay, J. Chem. Eng. Data, 46, 759, 20p1
——CPA, 4Ck =0

—qCPAK =0
~—CPA, na k‘lso

N N w
o (4] (=]

Pressure [bar]
&

10

0 0.2 0.4 0.6

Mole fraction CO2

Figure 3: Predicted (kij=0) VLE of COx+propane at two
different temperatures. Circles are experimental data
from [14].
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Figure 4 - Vapor liquid (308.14K) and liquid-liquid
equilibrium (303.15K) of COj+nonanol. Circles are
experimental data from [15,16].

It is worth noting that in both cases CPA with the
quadrupolar term results in slightly better predictions
than CPA with association. That is, better predictions
are obtained with a quadrupolar CPA although this
model employs only 3 pure compound parameters,
compared to the 5 parameters in the associating case.
Another rigorous test for any equation of state is how
well it can correlate liquid-liquid equilibria. Figure 4
show the vapor-liquid and liquid-liquid equilibrium of
COxtnonanol at two almost identical temperatures. A
single interaction parameter has been correlated to the
liquid-liquid equilibrium data for each model approach.
It can be seen from the figure that all models correlate
both the vapor liquid equilibrium and the liquid-liquid
equilibrium quite well, however, an interaction



parameter of almost zero is employed when CO, is
correctly treated as a quadrupolar fluid, suggesting that
the model can almost predict the equilibrium behavior
of the system. When CO; is treated as an associating
species, however, a very large interaction parameter is
needed.
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Figure 5 - Vapor and liquid equilibrium phases of the
COs rich phase of the mixture CO>+water as a function
of pressure (at 323.15K). Circles are experimental data
from [17-20].

Another difficult but well-known binary is the VLE
and LLE of CO,t+water. Figure 5 show the VLE and
LLE of the CO,-rich water+CO; phase (the water rich
phase is correlated well for all approaches with the same
interaction parameter). Again we see that the
quadrupolar model is capable of representing this
system using a single interaction parameter, whereas
none of the other models are capable of this.

Conclusions

In an effort to improve the predictive capabilities of
classic thermodynamic models for mixtures containing
CO; a novel quadrupolar term have been proposed and
combined with the CPA EoS. It has been found that the
model may significantly improve the prediction of
binary VLE of CO,+hydrocarbon mixtures.

It has furthermore been found that the quadrupolar
term is capable of accurately representing the LLE
between CO; and higher alcohols, using a much smaller
interaction parameter than the other approaches,
suggesting that it represents a more physically realistic
model.

Finally preliminary investigations suggests that the
model is capable of modelling the CO»-rich phase of the
COyt+water system using only a single, small,
interaction parameter, something which is not possible
with the other approaches without the addition of a
second parameter.

Future work will focus on further validation of the
model on multicomponent mixtures as well as in the
prediction of excess properties.
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Plant-wide modelling and control for nitrous oxide emissions from wastewater
treatment plants

Abstract

There is an increasing number of evidences showing that nitrous oxide (N,O), a greenhouse gas with a global
warming potential (GWP) 300 times larger than the one of carbon dioxide (CO,) and an ozone-depleting substance,
is emitted in a considerable amount from domestic wastewater treatment plants (WWTPs). For this reason,
development of WWTP control strategies is nowadays focused on finding strategies that can accomplish the legal
effluent quality standards while minimizing greenhouse gas emissions as well.

Introduction

Nitrous oxide (N,O) is well-known as the dominant
ozone-depleting substance and a harmful greenhouse
gas with a global warming potential 300 times larger
than the one of carbon dioxide [1]. In literature there is a
substantial ~ number  of  published  evidences
demonstrating that wastewater treatment plants treating
mainly wastewater from households contribute
considerably to the global N>O emissions [2]. In
particular, biochemical studies have shown that N>O can
be produced in the liquid phase during the biochemical
processes responsible for biological nitrogen removal.
These processes are: heterotrophic denitrification [3]
and autotrophic nitrification [4, 5]. The first is the
oxidation of the organic biodegradable matter with
nitrogen compounds such as nitrate and nitrite as
electron acceptors [6], whereas the latter is the oxidation
of total ammonia nitrogen to nitrate with oxygen as
electron acceptor [7]. There are many environmental
parameters which affect the N>O production during
these two processes. For instance, with regard to
heterotrophic denitrification it is well-known that a too
high concentration of dissolved oxygen can lead to
incomplete reduction of the previously-mentioned
nitrogen compounds. As a consequence, an
accumulation of N»O, an intermediate in the reduction
of nitrate to nitrogen gas, can occur [8]. Moreover, low
availability of organic biodegradable carbon can lead to
the same negative consequence [9]. With regard to
autotrophic nitrification, oxygen is one of the main
factors [10]. As a matter of fact, a lack of oxygen during
autotrophic nitrification is shown to force ammonia-
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oxidizing bacteria (AOB) to use nitrogen compounds as
electron acceptors for ammonia nitrogen oxidation. In
this case, N2O is formed simply as a consequence of
nitrogen compound reduction.

As can be deduced, accomplishing environmental
conditions in the WWTPs that minimize the formation
of N>O is the route towards mitigating the emissions of
N>O. Process control is widely used to support
achieving the legal effluent quality requirements of the
WWTP. Up to now, several control strategies have been
designed with control objectives such as maintaining the
oxygen concentration at a set point, or maintaining the
internal recycle proportional to the influent flow rate
(ratio control), or keeping the ammonium effluent
concentration below effluent limits. However, no
specific control strategies have been designed for the
minimization of the amount of N>O emitted as the
control objective. This PhD project aims at filling this

gap.

Methodology

The development of control strategies will be performed
on an extension of the Benchmark Simulation Model
n°2 (BSM2). As a consequence, the preliminary step to
be done before the control design will be to extend the
BSM2. This extension will regard both the plant
configuration and the description of the biochemical
processes. In particular, the plant configuration will be
extended with side-stream systems such as partial
nitritation/Anammox process by Vangsgaard [11]. The
Activated Sludge Model for Greenhouse gases n°l by
Guo and Vanrolleghem [12] will be used to include N>,O



production by both denitrifying heterotrophs and AOB.
The new BSM will be used as reference for the
development of the control strategies mentioned in the
introduction. The first step for the design of a control
strategy is to define its objectives and constraints. Here,
the objective is the minimization of N>O emitted. The
definition of constraints has to deal with boundaries
such as legal limits for the effluent and economic
management chances. Afterwards, a process review has
to be performed, which consists mainly in identifying,
among the system inputs, the disturbances to be
overcome through the control and the possible
manipulated variables. A global sensitivity analysis is
the next step, to analyze the effect of operating
conditions on the system. Moreover, if the control
strategy will involve more than one controlled variable,
an analysis of the loop interactions will be made. Once
the open loop assessment has been performed, the
closed loop(s) control structure will be decided. It is
worth to mention that there exist different kinds of
controllers which can be used. There are for example
Proportional Integral Derivative (PID) and fuzzy-logic
controllers (FLCs). PID controllers provide a single
control action on the basis of the predicted effect of the
disturbances on the process. There are different tuning
strategies which provide optimal values of PID
controller parameters such as the Internal Model
Control (IMC) which requires a linearization of the
process model. The FLC design is based on expert
knowledge and in this case there are no deterministic
rules to tune the different parameters for an optimal
control performance. However, for specific process
systems it is important to determine the effect of the
different tuning choices on the control performance, and
to define the criteria to follow when making decisions
during the fuzzy-logic control design. There is evidence
showing that in cases such as wastewater control a
fuzzy-logic controller can have better performance and
has a better chance to be realizable compared to a PID
controller [13]. For this reason, during this PhD project
the fuzzy-logic control approach has been taken into
consideration.

A fuzzy-logic control strategy has been recently
developed and tested on a sequencing-batch reactor for
single-stage partial nitritation/Anammox [14]. Based on
a combination of measurements of the nitrogen species
concentration in the influent and in the effluent on the
one hand, and insights into the activities of three
distinctive microbial groups on the other hand, the
diagnosis  provides information on: nitritation,
nitratation, anaerobic ammonium oxidation and overall
autotrophic nitrogen removal. These four results give
insight into the state of the process and are used as
inputs for the controller that manipulates the aeration to
the reactor. The diagnosis tool was first evaluated using
100 days of real process operation data obtained from a
lab-scale single-stage autotrophic nitrogen removing
reactor. This evaluation revealed that the fuzzy logic
diagnosis is able to provide a realistic description of the
microbiological state of the reactor with process

engineering insight analysis. An evaluation of both the
diagnosis tool and the controller was done by simulating
a disturbance in the influent concentration. High and
steady nitrogen removal efficiency was achieved thanks
to the diagnosis and control system. Finally,
development of the diagnosis and control as two
independent systems provided further insight into the
operation performance, gives transparency towards the
operator and makes the system flexible for future
maintenance or improvements. Although the choice of
some parameters is more intuitive and experience-based
than mechanistic, it is important to note that wrong
design decisions can lead to instances of low sensitivity
or instability of the control system itself. For this
reason, in order to improve the awareness of FLC
designers regarding the impact of their decisions on the
control response to disturbances, a study investigating
the effect of FLC parameters on the control response
has recently been started up. In particular, the FLC
design parameters are being systematically modified in
order to address how they affect the response of the
controller. The results of this study will provide the FLC
designers with relevant instructions regarding the
decisions that need to be taken on certain parameters in
order to achieve the desired control system response.
N2O control will be performed using the same structure
of this FLC strategy.
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Fermentation processes at small scale

Abstract

At present, research in bioprocess science and engineering requires fast and accurate analytical data (rapid testing)
that can be used for investigation of the interaction between bioprocess operation conditions and the performance of
the bioprocess. Miniaturization could result in a set of attractive tools necessary for obtaining a vast amount of
experimental data in a short time. The main objective of this project is to develop a microbioreactor platform for
continuous cultivations of Saccharomyces cerevisiae, where NIR spectroscopy could be further implemented for
rapid on-line measurement of process variables like substrate and biomass.

Introduction

Conventional microbial cell cultivation techniques are
not sufficient anymore considering the fast development
of tools for genetic manipulation of biological systems
resulting in large numbers of strains and conditions that
need to be screened. Usually bench-scale reactors,
flasks and tubes are used for obtaining relevant
experimental data of microbial cultivations. Although
bench-scale reactors have efficient control of process
variables and yield valuable data, they are expensive,
labor intensive and they provide a relatively small
amount of data.

High Microbioreactors

N targetarea

i

Throughput

Low
Low High
Quality

Figure 1: Different vessels (microtiter plates, flasks and
bench-scale bioreactor) and their positioning according
to throughput and data quality.

Regarding microbial cultivations in flasks and tubes,

there is a general lack of control and the amount of data
collected per experiment is usually not sufficient.
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Beside the above-mentioned vessels, today, microtiter
plates are increasingly used for screening experiments
considering that they provide easy handling, low cost
and high throughput. Nevertheless, the process control
in microtiter plates is often not reliable enough to
provide realistic numbers in view of later scale up
which is affecting the overall value of data. Different
reactor configurations and their positioning according to
throughput and data quality are presented in Figure 1.

There is a big driving force and interest in the last
decade for development of new techniques which could
provide both high quality data and also a high quantity
of experimental data. In recent years microbioreactors
and other small scale systems have been researched
intensely due to their clear advantages like small
volume, little or no need for cleaning (one time usage),
high throughput (multiple bioreactors in parallel), high
information content and control capabilities [1]. Small
scale systems together with analytical methods are
providing the opportunity for a potentially automated
and well defined experimental system, which can
deliver results that are more comparable to bench-scale
reactors in comparison to e.g. a shake flask.

Even though microbioreactors have many
advantages, it is important to bear in mind that they also
have issues related to their size and handling.
Evaporation, proper and reliable stirring,
interconnections between micro-scale features and the
‘macro world’ are just some of the burning problems
that need to be solved. In addition, measurements of
several process variables at small scale are not
straightforward to implement. They rely on analytical



methods, which are not sufficiently developed for such
a small scale at this point. If the measurements are
possible, they are not cheap either.

Another important issue that needs to be addressed
is determining the optimal working volume while
keeping in mind the final objective — application. Does
one need a sample or not? Does one talk about cells in
suspension or adhered to a substrate? The final
microbioreactor design should thus strongly depend on
the goal of a specific microbioreactor application.

Micro- and milliliter scale reactor design

To address some of the previously mentioned questions,
a bioreactor platform with 1-2 ml working volume is
developed. Considerable effort is placed in development
a system that could provide reproducibility and easy
handling at a reasonable cost.

Platform

The reactor surrounding is equally important as the
reactor itself. Keeping this in mind, a platform with gas
connections, optical fibers for sensing, a specially
designed heater and standard temperature sensor was
designed and fabricated. It can be seen in Figure 2.

Figure 2: Microbioreactor together with platform

The reactor can be placed on a platform using a
‘Lego’ approach, which ensures reproducibility in
sensing and establishing connections. Furthermore, this
configuration lowers the cost per microbioreactor,
considering that expensive parts of the system are
reusable and placed in the platform, while the bioreactor
is mostly made from cheap PMMA and has one
magnetic ring and two sensor spots.

Reactor and stirrer design
The bioreactor, made in PMMA, consists of a bottom
and one or two upper parts as shown in Figure 3. This
enables change in volume, by adding or removing one
of the upper parts. The bottom part is made as a
negative to the platform and has a thin optically
transparent layer to make sure that measurements based
on optical sensing are possible (pH, DO, OD).

The top part is a cylinder with a shaft in the middle
on which a magnetic stirrer is mounted. The bioreactor

can have two tubes for optional aeration (upper picture
in Figure 3). Beside air sparging, there is also the
possibility for exploiting surface aeration in which case
aeration tubes are removed and connectors are made on
the top of the microbioreactor (lower picture in Figure
3).

Figure 3: Two options for bioreactor design

The shaft is closed by a cap which prevents the
stirrer to fall off from the shaft. The outer surface of the
cap is covered with aluminum foil which serves as a
mirror. Therefore, when light at 610 nm is sent into the
reactor through a bundle of optical fibers, it is reflected
by the aluminum foil and it reaches the detector. In this
way the optical density is measured with a good linear
range up to 20 g/L, which can be seen in Figure 4.
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Figure 4: Measured optical density as a function of
yeast concentration

The stirrer has two pairs of impeller blades placed at
two levels, which can be seen in Figure 5. Each blade
can be removed in order to create a different mixing
behavior. A permanent magnetic ring, which is
magnetized across its diameter, is placed inside the
stirrer and is driven by a rotating magnetic field.
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Figure 5: Stirrer design

Electromagnets were incorporated in the mixing
device, in order to obtain control over the mixing by
changing the speed and direction of the stirrer rotation.
In this way, it is possible to prevent formation of a
vortex without usage of baffles. The mixing device
consists of a base fabricated by micromilling in PMMA
(non-magnetic material and part of the platform),
illustrated in  Figure 2, on which 4 coils
(electromagnets) are mounted. The coils are connected
to a switch mode power supply, which is controlled by a
PC running LabView software. The basic principle of
the mixing control is presented in Figure 6.
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Figure 6: Mixing control principle

Results

The mixing capability of the microbioreactor was
quantified by experiments where mixing time and
volumetric mass transfer coefficient (kLa) were
evaluated against different stirrer rotational speeds.

The mixing time was determined by a colorimetric
method based on acid-base reaction [2]. The change in
color was filmed and the time needed to reach a
homogeneous liquid phase was measured. Afterwards,
the movie was analyzed frame by frame in order to
determine the exact time when the color changed from
pink to transparent. As expected, the mixing time in a 1
ml microbioreactor was significantly reduced with an
increase of the rotational speed. Thus, 2 s mixing time at
200 rpm was reduced to 0.4 s at 1000 rpm, which can be
observed in Figure 7.
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Figure 7: Mixing time at different rotational speeds

The volumetric mass transfer coefficient (kra) is one
of the most critical parameters during aerobic
fermentation processes. Therefore, the influence of air
sparging, surface aeration, one- and bi- directional
mixing on kra value was evaluated using the gassing-
out method[3,4]. First, nitrogen was continuously
flushed through the medium until the oxygen
concentration in the reactor dropped to zero.
Subsequently, air was introduced and the change in the
oxygen concentration was measured by a PreSens
sensor spot at the bottom of the reactor. The response
time of the DO sensor (t;) was evaluated and it was
taken into account during the development of best
correlation for estimating the transfer of oxygen from
air to water (t):

D0 = Ay (1= (b + exp(~t/e,) — o v exp(~/,)) /(0 — 1)) ti=11.65

The correlation between the volumetric mass transfer
coefficient and the rotational speed during surface
aeration, sparging and bidirectional mixing in a 1 ml
microbioreactor is presented in Figure 8.
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Figure 8: kia values at different stirrer rotational speeds
and aeration methods

The highest kia values (kra > 1000 h'') were
obtained by bidirectional mixing in combination with
surface aeration, where the spinning direction was
changed every 2 s at different rotational speeds. In the
case where air sparging with only one direction of



rotation was applied, the maximum kia value obtained
was 450 h'!, while with surface aeration the kia was
around 300 h'. A larger difference between sparging
and surface aeration was expected, but the size of the
bubbles and the stirrer were not holding and dispersing
bubbles sufficiently long in the liquid phase. Beside the
mentioned parameters, the influence of viscosity and
reactor volume on the kia was also examined and
results are presented in Figure 9.
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Figure 9: Influence of viscosity and reactor volume on
the measured kia

From the results presented in the upper graph of
Figure 9, it is obvious that the influence of viscosity is
negligible, especially for the cultivations with yeast. In
the second graph of Figure 9, it can be seen that a
decrease of the volume didn’t have a major influence on
the kia value, although this would be expected due to an
increased surface to volume ratio. The major reason
explaining this result is that the decrease of the volume
in the reactor means that the stirrer is not completely
submerged, and thus doesn’t participate anymore in the
mixing. The available surface for oxygen transfer
doesn’t change that much either due to the specific size
and geometry of the stirrer.

After all mixing characterization and evaluation, a
first series of cultivations were performed. An anaerobic
batch cultivation with Lactobacillus paracasei as a
model organism was performed. Comparison was made
between 2 mL (batch 3 and 4) and 2L (batch CL0481-
3E) scale. The end point measurements of glucose and
lactic acid concentrations together with the optical
density (OD) measurement are presented in Table 1.

The OD and lactic acid concentration values were
significantly lower and the glucose concentration was
higher after 10 and 11 hours in the 2 L fermentations

compared to the 2 mL fermentations. The same levels of
OD, glucose, and lactic acid were achieved after 12 — 13
hours in the 2L fermentor. This could indicate that the
lag phase of the 2 mL fermentations was shorter or that
the growth in the exponential growth phase was faster.

Table 1: Cultivations at 2mL and 2L (CL0481-3E)
scale [5]

Fermentation  Sample time  OD (external)  Glucose
(z/L)

10 2.227 15.6 3.3

11 3.397 14.9 5.3

CLO4B13E 12 4.837 117 7.1
13 6.577 8.70 9.9

3 11 4334 11.5 8.7

4 10 4.573 133 9.2

The first results regarding the application of the
small scale reactor in fermentations with anaerobic
cultivations are promising. Naturally, the next step is to
test the whole system with aerobic cultivations, where
evaporation can be a potential problem.

Conclusion

A flexible, disposable and cheap microbioreactor with
supporting platform was developed. It has a small
footprint. The system shows high level of flexibility:

v Surface or bubble aeration

v One- or bi- directional mixing

v" Volume (0.5 -2 mL)

The magnetic stirrer with adjustable geometry is
low cost and maintenance free. It is a standalone mixing
system, and consequently there is no need for external
plate shakers and motors. Mixing can be considered
almost instantaneous. Bi-directional mixing eliminates
the need for baffles and drastically improves the kia
value (kra > 1000 h'). The volumetric mass transfer
coefficient obtained by surface aeration is sufficient for
a standard fermentation.
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An Optimization Based Framework for Design and Retrofit of Municipal
Wastewater Treatment Plants: Case study on side-stream nitrogen removal
technologies

Abstract

Wastewater treatment plant (WWTP) retrofitting problem has become a complex integrated decision making task
with a number of aspects being contemplated in the early stage decision making. In this study, a superstructure
optimization concept based on mathematical programming is used to manage multi-criteria WWTP retrofit problem
and generate optimum network designs for domestic WWTPs. A case study, concerning a retrofitting study of an
existing WWTP in Copenhagen region is formulated in order to highlight the use of the framework.

Introduction

Existing wastewater treatment plants (WWTP) need
retrofitting due to several different reasons such as:
change in the wastewater flow and composition, change
in the influent limitations as well as changes in the
wastewater treatment trends. For instance, increased
nitrogen limitation in the regulations gave rise to the
development of innovative nitrogen removal
technologies mostly used for water stream resulting
from sludge treatment. Similarly, recovery possibilities
for clean water, energy and materials shifted the
perception about wastewater towards being a valuable
resource rather than being a waste. Therefore, process
synthesis, which is the step in the design of a WWTP
where the unit processes from a number of alternatives
are selected and the interconnections are defined; has
become a complex integrated decision making task (i.e.
addition of a new task to the existing treatment line or
change of one or several units as a result of emerging
needs).

The Framework

The mathematical programming based optimization
theory developed for chemical process synthesis [1] was
modified and adapted in the context of the WWTP
design/retrofitting problem. The framework is illustrated
in Figure 1 and the details of the framework can be
found elsewhere [2]. After defining the wastewater
characterization, sink limitations and objective function
in the first step, one can define a superstructure
consisting of the base case of the existing WWTP (i.e.
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only in the retrofitting studies), and other alternative
technologies under the existing or new treatment tasks.
The structure of the superstructure is then finalized by
formulating the feasible connection streams between
treatment  tasks. Each treatment wunit in the
superstructure is structured using a generic model based
on mass input-output, which is defined by a database
containing the data to define the parameters of the
model, e.g. process performances, utility consumptions,
volumes and sludge production. The optimal wastewater
network problem is then formulated as a mixed integer
(non)linear programming (MI(N)LP) problem and
solved for deterministic case and under uncertainty by
defining several different scenarios.

[ 1. Problem definition |

‘ 2. Superstructure definition ‘

3. Data collection & Generic process
interval model generation and validation

max f(x,y)

s.t.

[ 4. MIQN)LP formulation and solution |
h(x,y) =0

5. Uncertainty analysis

5.1 Uncertainty characterization

5.2 Uncertainty mapping and analysis
5.3 Decision making under uncertainty

g(xy) <0
x € R

ye{oym

6. Detailed modelling and optimization
of the selected alternative

\ Optimal detailed solution |

Figure 1: The

methodology

superstructure based optimization



Case Study

Avedore WWTP is located west of Copenhagen,
Denmark and receives wastewater from 10 suburban
municipalities with a population of app. 265,000 people.
The retrofitting problem is defined so that the feasibility
of extending the existing treatment line of the WWTP
(shown in gray highlights in Figure 2) will be analyzed
by the proposed methodology by adding a new task for
nitrogen removal and several alternative technologies.

Wastewater Primary Secondary | Reject water |  Sludge Sludge Sludge Sinks.
ww PC ﬂ @l
Sharon
‘Shar/An-SBR
Canon
u
Demon ‘
[~ car Jed

Figure 2: Avedere WWTP superstructure

The base line is responsible for treating organics,
nutrients (i.e. mainly N and P) and solids in the water
line by primary clarifier (PC) and activated sludge type
of treatment unit (AS); and sludge line consists of
sludge stabilization and dewatering units (in the
sequence of thickening, anaerobic digestion and
dewatering). On the other hand, the nitrogen removal
alternatives added in the reject water line, which
comprises 10-20 % of the total nitrogen load into the
system, works based on two mechanisms:
nitritation/denitritation (Sharon) and partial
nitritation/anammox (all the other alternatives). The
stoichiometry of the corresponding mechanisms are
given below in equations 1 and 2 for
nitritation/denitritation and 3 and 4 for partial
nitritation/anammox. The stoichiometry is used to
define the utility consumption (i.e. aeration and
methanol addition needs) as well as conversion among
nitrogen components.

NH,* +150, = NO,~ + H,0+ 2H*
NO; + 0.5CH,0H + 0.5C0, = 0.5N, + HCO5 + 0.5H,0 2

—_

NHi + HCO7 +0.750, —= 0.5NH{ + 0.5N0; + €0, + 1.5H,0 3

NHF + 1124N05 + 0.014HCO7 4 0.121H,00, —
0.987N, + 0.138N05 + 0.27CsHeNys0, + 2.185H,0 4

The different treatment alternatives are designed based
on the reported performance information for different
scale applications from open literature. Accordingly, the
sizing of the technologies are made based on either
hydraulic retention time (HRT) or volumetric
loading/removal rate of nitrogen in the system. The
nitrogen removal efficiency on the other hand, is
calculated from the reported system performances. The
details for partial nitritation anammox technologies are
given in Table 1. Sharon reactor is designed by

assuming 1 day HRT and 86% and 60% efficiency for
two reactions defined in Eq. 1 and 2 [3].

Table 1: Design data for partial nitritation/anammox
alternatives [4]

Treatment Vol. N loading/removal Efficiency - %
alternative rate (kg N / m’.d) (Total N removal)
Shar/An-2st 10 50 and 80 for 2
stages

Shar/An-SBR 0.55 90
Canon 1.5 81
Anitamox 0.8 85
Deammon 0.3-0.5 70
Demon 0.6 90
Canr 0.75 96
Panammox 1.8 & 0.46 86

Results and Discussion

When the deterministic optimization problem is solved,
‘Canon’ technology is selected by the optimizer and the
results comparing the base case with the selected
alternative in terms of different cost items are
summarized in Table 2. Accordingly, the utility cost
decreased due to less oxygen consumption of the partial
nitritation / anammox route as compared to the AS
technology’s nitrification/denitrification route.
Moreover, although not very significant, the total
effluent nitrogen concentration seem to decrease.

Table 2: Results of the Avedere case study

Utility Landfill Capital OBJ Eff.
cost cost cost (unit Total N
(unit (unit (unit cost) (g N/m*)
cost) cost) cost)

Base 3795 1898.8 - 907.9 5.99

case

Canon 363.3 1897.9 8.083 906.2 5.50

Conclusion

A mathematical programming concept has been

introduced in this study to support the early stage
decisions on WWTP network selection. By casting the
problem as an optimization problem, the decision on
which technology to employ is rendered on quantitative
metrics which complements the experience based
approach used today. Hence the tool is expected to
support and facilitate generation and evaluation of ideas
for identifying optimal solutions to design new or
retrofit existing WWTPs.
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Partitioning between Heterotrophic and Autotrophic Forest Respiration by
Means of Stable Isotopes

Abstract

The traditional methods used to measure CO, fluxes in terrestrial ecosystems do not distinguish between the two
individual processes of autotrophic respiration (Ra) and heterotrophic respiration (Ry). Knowledge of these
processes and their rates is however extremely important, because the exchange rates of carbon between the
atmosphere and the terrestrial ecosystems are about 20 times larger than the anthropogenic emission of carbon. The
PhD project aims at developing a new experimental method that will make it possible to separate Ra and Ry. The
new method will be used to yield data of the two processes at a high temporal scale that will be used to develop,
parameterise and validate process based models that can be used to predict future rates of CO, exchange and carbon

sequestration in soil and biomass.

Introduction

The exchange rates of carbon between the atmosphere
and the terrestrial ecosystems are about 20 times larger
than the anthropogenic emission of carbon [1]. It is
therefore clear that natural ecosystems play an
important part in the global carbon cycling both at
current and future climate [2, 3]. In order to
parameterize models of the fluxes of carbon and the
carbon sequestration in the biomass and soil, actual data
of the fluxes and pools of carbon are needed. Currently
knowledge of the two independent processes Ra and Ry
are lacking. This PhD project focuses on the partitioning
of these two processes in the soil of the Sore beech
forest long-term CO, flux observation field site [4, 5].
This site has served as the basis for continuous long-
term measurements of fluxes of CO; by eddy covariance
since June 1996 [6].

Specific Objectives
The PhD project has three main scientific objectives:

1. Collection of respiration data

2. Up-scaling of chamber fluxes and synthesis of
carbon fluxes

3. Development of respiration models
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1. Collection of respiration data:

In the first part of the project fluxes from leaves, stems,
roots, litter, and soil will be studied by combining
chamber CO, flux measurements with real-time isotopic
C and O laser spectroscopy.

An automated multiplexed soil chamber system (Li-
8150) will be set up to measure CO; fluxes from intact
soil, root-free soil, tree stems and isolated coarse roots
continuously over 1 year. To estimate the contribution
of Ra to the total respiration of the intact soils, half of
the plots will be trenched. This will effectively cut of
the photosynthate flow to the roots, thereby supressing
Rain the trenched plots.

The multiplexed Li-8150 chamber system will be
coupled to a new quantum cascade laser (Aerodyne
QCL for COs isotopes). This will allow for continuous
measurement of the isotope ratios of 'C/'>)C and
30/'%0 of the CO, fluxes for each respiration
component.

To get information on how the fluxes vary across the
site and in relation to differences in the soil C stock at
the site, the continuous isotope flux measurements is
supplemented by measurements of soil respiration every
two weeks. Data of the fluxes at the site will thereby
both be collected at a high spatial and temporal scale.

In the last part of the data collection, the isotopic
signature of CO, respired from the soil will be studied
for different soil layers at the four seasons throughout a
year. During each of the four seasons the '*C/'?C ratios
in the respired CO; will be measured in 15 soil plots.



Following this each soil plot will be separated into litter,
roots and soil from 3 distinct soil layers. For each
fraction the *C/'>C ratios in the respired CO, will be
measured by incubation in gas sample bags.
Furthermore the '3C/'>C ratios of the solid sample for
each fraction will be measured by mass spectrometry.

By trenching and the isotopic approach it will be
possible to have a dual-constraint for partitioning Ra
and Rx from the soil.

2. Up-scaling of chamber fluxes and synthesis of
carbon fluxes:

The data collected in the first part will be combined
with data from repeated carbon inventory, canopy
photosynthesis and ecosystem scale turbulent flux
measurements that has also been collected from the
experimental site. This will yield carbon budget
estimates from each approach.

The carbon budget yielded from the different
methods will be compared and the flux-data will be
used to scale up fluxes of CO; to ecosystem level by
using biometric data together with a 3D canopy model
[7, 8]. These simulations will be used to test the
hypothesis that the availability of substrate plays an
important role in controlling the rate of autotrophic and
heterotrophic respiration. [9].

3. Development of respiration models:

In the last part of the project various respiration models
will be developed. The models will incorporate
photosynthetic rates from a model of photosynthesis,
and their performance will be compared to more
classical respiration models.

Consistency between the independent estimates of
the annual carbon budget of the forest for the different
approaches will be investigated, and a Monte Carlo
simulation technique will be used to find the most likely
value and its uncertainty.

The model will be used to investigate the climate
sensitivity of the carbon processes and the annual C
budget, and by incorporating climate projections for
Denmark during the next 90 years, simulations of the
future carbon processes in the forest will be run.

These simulations will be used to evaluate if it is
likely to retain the stored pools of carbon in soil and
standing biomass under climate change. Finally it will
be investigated whether forests are a source or sink for
CO; under climate change.
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Design of Hydrophilic Polymers for Activated non-Fouling Coatings

Abstract

Biofouling accumulation on ship-hulls is a key problem that results in negative consequences, both economic and
environmental. The increased drag resistance due to the presence of the fouling cause increased fuel consumption
and thus higher expenses and higher release of CO, among others. Therefore, one of the main objectives of the
coatings industry is the development of protective coatings that avoid the process of fouling on ships. Traditional
solutions are based on the presence of large amounts of biocides that, upon release, keep the hull free of fouling.
Nevertheless, this solution has not been satisfactory due to the release of high toxicity biocides to the seawater and
the consequent effects. Thus, Hempel A/S has developed recently a series of products based on a technology that
reduces significantly the amount of biocide release (up to 95% compared to traditional antifouling coatings) while
prolonging the fouling release properties of these coatings. These contain a modified silicone polymers, which are
added to traditional silicone coatings. These polymers saturate the surface upon immersion and provide the
aforementioned antifouling effect with a much lower release of biocides. It is believed that this technology has an
important potential and is the focus of this study. Understanding the working mechanism and discovering ways to

prolong its effects are the main objectives to be assessed.

Introduction

Accumulation of biofouling on ship-hulls has adverse
effects for the ship operator and the environment. The
increase in skin friction that arises from the roughness
inflicted by the fouling organisms, increases fuel
consumption significantly. Heavily fouled ships may
need to increase shaft power with up to 86% to
compensate for the speed loss inflicted by the increased
drag resistance [1]. Historically, fouling has been
combatted by antifouling coatings, and these have
generally contained high amounts of biocides. It is
estimated that 3,000 tonnes of copper are released to the
marine environment every year by antifouling coatings
[2]. An alternative to biocide-based antifouling coatings
is the fouling release coatings, which traditionally do
not contain any biocides. Generally fouling release
coatings are characterised by being smooth, flexible,
and having a low surface-energy [3]. Therefore, the
strength of adhesion of an adhered biofouling organism
is low, and flexibility of the substrate allows for the
motion of seawater to peel off the organism during
operation of the vessel. Presently, fouling release
coatings have a market share of about 6% [4].

In 2008 Hempel A/S invented a hydrogel-based fouling
release coating. To increase biofouling resistance, it
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contains a hydrophilic modified silicone polymer that
migrates to the surface upon immersion and creates a
hydrogel layer [5]. Hydrogels offer a significant
improvement to the performance of fouling release
coatings. However, fouling still eventually accumulates
on these coatings.
Therefore, there has been a need for prolonging and
improving the deterring properties of fouling release
coatings.
Biocide-release from fouling release coatings has, until
recently, not been possible due to:

e Only low amounts of biocides can be used to

maintain surface smoothness.
e A very rapid release of biocides from the silicone
matrix.

With this new technology, however, the tightly bound
water of the hydrogel layer on the surface effectively
hinders biocides from diffusing through the hydrogel-
layer. Thus, the biocide is temporary trapped at the
surface of the coating where it meets the fouling
organisms. This happens without increasing the overall
release of biocide to the environment. In fact, these
coatings only release around 5% of the amount of
biocide release by conventional antifouling coatings.
These coatings became commercial in September 2013.



Because the biocides are completely ineffective without
the hydrogel, the hydrogel-generating polymers become
the key to the further optimization of the biocide
containing coating. Unveiling the working mechanism
by finding the relation between the hydrogel chemistry
and the biocide, and monitoring the fate of these two
components, are the keys to improvement of the
technology. Prolonging the performance of the
hydrogel-based technology will be applicable in both
biocide-free and biocide-containing fouling release
technology. Because these coatings improve fuel
efficiency, while having very little to no release of
biocide, the improvement of hydrogel-polymers is
considered the most efficient way of making shipping
greener from a hull-coatings perspective.

Specific Objectives

The overall aim of this project is to develop new
polymers that will improve and prolong the
performance of fouling release coatings. In order to
achieve this, the project is divided into three tasks. A
first task, concerned with monitoring the fate of the
modified silicone polymer responsible for the hydrogel-
effect of the coatings. A second task concerned with the
combinatorial design of optimal polymers. And a third
task focused on the synthesis and testing of novel
optimised polymers.

For the initial step of the project, advanced

analytical techniques are being applied to monitor the
distribution and fate of the modified polymers. This will
allow for in-depth understanding of a technology that
has been developed primarily by trial and error, as such
the findings will be very relevant for the research
community dealing, not only with marine antifouling,
but also with non-fouling surfaces in all applications.
The knowledge generated during this project) will allow
for a greater understanding on the mechanisms involved
in the current state-of-the-art of fouling release coatings.
Subsequently, hydrophilic polymers will be designed
based on compatibility with silicone-based binders,
effect of hydrogels formed, and stability during
exposure to the marine environment.
Finally, entirely new polymers or oligomers will be
synthesised and tested for their impact on coating
performance and stability. These results will most likely
be adaptable by other research communities dealing
with hydrogels as non-fouling surfaces (e.g. biomedical
or conservation).

Conclusion

Avoiding accumulation of biofouling on ship-hulls in a
more environmentally friendly manner has become a
very relevant topic in the last few years. The reasons are
diverse: while low consumption of fuel reduces the
costs of transportation and CO, emissions, low/non
toxicity of ship coatings avoid negative consequences
for the marine environment.

The efforts in improving the technology that Hempel
A/S developed in 2008 are the key to achieve better
products, both in economic and environmental terms.

To that purpose, the objectives of this project will focus
on two aspects. The first one is a deep understanding of
the processes taking place in these coatings. This will
make the second possible, that is, develop a product
with extended and upgraded properties.

That will lead to a more eco-friendly technology that
will be profitable both from an economic and
environmental point of view.
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Continuous Crystallization and Filtration of Active Pharmaceutical
Ingredients and Intermediates for Pharmaceutical Production

Abstract

The pharmaceutical industry, which is traditionally using batch processes, has recently turned focus towards
continuous production with the desire of remaining competitive in an industry with increasing challenges. As part of
the development of a fully continuous process at H. Lundbeck A/S, the objective of this project is to design and
optimize a versatile crystallization and filtration unit that can be integrated in several continuous processes for the
isolation of a solid compound with a specified purity and particle size distribution.

Introduction

The production of Active Pharmaceutical Ingredients
(APIs) is performed primarily in batch processes. This
has arisen for historical reasons and is reinforced by the
regulatory environment and the need to rapidly release
new products to the market once they are patented.
However, the regulatory and business environments are
now changing. New products are becoming more
expensive and time consuming to discover, develop and
launch to the market, and competition from generic
manufacturers is becoming increasingly intense. The
life of a patent is finite and generally more than half of
the patent life of a new drug is spent before the product
is launched. Once the patent protection has been
terminated it is typical for the original manufacturer to
lose up to 90% of their market share to generic
manufacturers within 12 months [1]. Hence there is an
increasing research interest for cost reduction in the
pharmaceutical industry.

Continuous processes enable the use of smaller and
safer equipment, in-line monitoring of process
conditions and real-time product release with consistent
quality. In addition, the amount of waste and the energy
consumption are reduced as heating/cooling and recycle
streams are handled more efficiently [1-3]. Several
research projects have recently been carried out between
DTU Chemical Engineering and H. Lundbeck (Lumsas)
with the aim of developing fully continuous
manufacturing processes.

Crystallization plays an important role in the
pharmaceutical industry, both in the purification of
intermediates and as most of the APIs are delivered in a
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crystalline form [4]. The objectives behind
crystallization are usually the isolation of a compound
with the desired purity and the recovery of the
crystalline material with the right crystal form and
Particle Size Distribution (PSD). Control of crystal size,
shape and crystal form is crucial as they can influence
downstream operations such as filtration, drying and
milling [5]. Furthermore the dissolution rate of the API,
which is directly related to its particle size, will have an
influence on the bioavailability of the drug. Crystal
specifications in pharmaceutical production are often
very strict and demand the wuse of controlled
crystallization and filtration steps.

In spite of the wide-spread use of crystallization, a
clear understanding of its thermodynamic, kinetic and
hydrodynamic aspects is not yet well established.
Advances in chemical synthesis have achieved control
over drug identity and purity, but control over the
physical form and crystallinity remains poor [6—7].

Specific objectives
This project is conducted in cooperation with H.
Lundbeck A/S. The objective is to design a versatile
crystallization and filtration unit that can be used in
continuous production for isolation of different APIs
and intermediates.

The studied compounds will be existing
pharmaceuticals that are currently isolated using batch
crystallization and filtration. Ideally, the versatile unit
should also be able to accomplish the recovery of other
compounds, reducing the time required for process
development and fastening the release of a new drug.



The upcoming research is expected to include the

following steps:

- Experimental characterization of a given set of
pharmaceuticals according to crystallization
thermodynamics and kinetics.

- Design of a versatile crystallization unit.
Crystallization objectives will be focused on
particle size distribution, crystal purity and
separation of a desired isomer.

- Design of an appropriate continuous filtration
unit for effective separation of the crystallized
pharmaceuticals.

- Integration and  optimization of  the
crystallization and filtration steps, based on
selected model compounds.

Results and discussion

Crystal purity and particle size distribution are directly
related to crystallization kinetics. For a given step
recovery, the obtained crystals will have different
characteristics depending on whether the process
conditions promote nucleation or crystal growth. Fig. 1
shows the effect of the supersaturation ratio
(crystallization driving force) on nucleation and growth
kinetics. Different overall crystallization kinetics as well
as different PSDs in the final product are expected
depending on the supersaturation in the crystallizer.

MNucleation rate

Mean
crystal size

Growth rate

Supersaturation ratio ——*

Figure 1: Qualitative effect of the supersaturation ratio
on crystallization kinetics. Modified after Tung et al [8]

Other process conditions such as agitation intensity,
impurities and even the size of the particles in the
crystallizer have a significant effect on crystallization
kinetics. A versatile crystallization unit is expected to be
able to operate with a wide variety of process conditions
so that the optimal parameters can be found for each
given set of specifications.

Quantification of nucleation and growth kinetics at
different operating conditions should give the basis for
optimization of the designed unit. For each compound,
process conditions will be adjusted so that crystal
requirements are met.

Conclusions

Transition from batch to continuous production is
currently one of the important research areas in the
pharmaceutical industry. Continuous crystallization and
filtration of pharmaceuticals will be investigated during
this project as a necessary step for the development of a
fully continuous pharmaceutical process. It is expected
that a versatile crystallization unit should be able to
operate under a wide variety of process conditions.
From precise kinetic data on crystallization of a target
compound, process conditions in the versatile unit can
be optimized to meet its crystallization requirements.
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Microscopic simulation of wettability alteration during smart water flooding
on chalk reservoirs

Abstract

Microscopic analysis of Smart water flooding has been conducted using Density Functional Theory (DFT) based
molecular dynamic simulation. Herein simulations for feasible surface reactions; based on free energy profiles for
different combinations of water, metal ions (Ca?', Sr** and Mg?") and hydrocarbons was conducted. The study
shows both: (1) stability of the water film through adsorption of hydrated ions and (2) desorption of carboxyl
compounds at higher temperature together lead to enhanced oil recovery.

Introduction

Carbonate/chalk oil reservoirs, in both the North Sea
and the Middle East, have been flooded with modified
seawater to attain sufficient recovery [1]. Some studies
claim the sulfate in seawater acts as a reagent for
desorbing carboxylic material from the carbonate
surface [2], while others find the effect of sulfate to be
very core specific [3].But there is no microscopic model
to explain this phenomena.

Specific Objectives

In order to address the phenomenon at microscopic
scale and exploring the principles to this theory, a
platform needs to be developed on a strong
mathematical basis. In this work the calcite bulk
properties are presented, followed by the calculated
properties of energetics, structural characteristics, and
kinetic reactions for cation and hydrocarbon complex
adsorption on calcite surfaces.

First principle calculation represents an important
and accurate tool to obtain information about the
wettability process at atomistic level[4]. In this work a
model for exploring calcite surface reactions has been
developed using free energy contours. The interaction to
water, Calcium, Strontium, Magnesium ions and
hydrocarbons is calculated in the temperature range
from 0°C to 100°C. The goal is to understand the
adsorption and desorption mechanism of a carboxyl
group on the calcite surface over varied temperatures in
presence of brine.
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Results and Discussion

Initially, the crystal parameters (atomic positions and
cell vectors) of bulk calcite was fully relaxed. The
hexagonal structure of calcite R3™ 2/c space group was
obtained through the geometry optimization calculation.
Cell vectors of the optimized crystal lattice obtained are,
a =b =4.997A and c= 17.051 A. While the atomic
distance between C-O = 1.295 A & Ca-O = 2.374 A.
The obtained result was compared with the
experimental values. Previous studies the cell vectors
obtained from XRD are in consistency with these
results. The obtained elastic constants are C;;=148
GPa, C33:85 GPa, C44:34 GPa, C56:46 GPa, C12:55
GPa, Ci13=54 GPa and C;4=-21 GPa were correlated
with experimental results.

Thereafter  simulations were conducted by
introducing the water molecule at various heights from
the calcite surface. The obtained Gibbs free energy(AG)
was plotted in Figure 1 with the corresponding height
of the central atom. As shown in Figure 1 locations of
high water stability at an average height of 2.4A (layer
I) and 4.2 A(layer II) from the crystal surface were
obtained. These results correlate to the previously
predicted two shell water adsorption on the crystal
surface.
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Figure 1 Free energy profile of water at different
temperature, showing consistent high stability zone
around 2.4 A and 4.2A.

On a Calcite surface Mg?* ions readily get adsorbed
by forming complex with 6 water molecules of
hydration. This results in release of energy. The Mg>*
ion is significantly more stable on the calcite surface
than the Ca?" or Sr*" ions. Thereby substitution of Ca®'
by Mg?" is feasible on calcite surfaces. In absence of
any other polar molecule the release of energy during
adsorption of Mg?" ions favors desorption of Ca®" ions.
As shown in Figure 2 the energy barrier for adsorption
of Mg [H,0]s decreases with increase in temperature.
The Mg*[H,0]s complex remains stable at higher
temperatures[5]. Thus adsorption of Mg?* ions by
substituting Ca?* becomes more feasible at higher
temperatures [2].

)
l?f-

—Mg
15
= Ca-COOCH3

2 ——5r--COOCH3
n \_MQ’COOCH;,
9

o 50
Temperature °C

Energy (KIf mol)

100

Figure 1: Energy barrier increases with temperature for
Carboxyl-Sr?* and Carboxyl-Mg?" , while energy barrier
to release carboxyl-Ca?" is similar to energy released in
Mg adsorption on calcite surface. Both decreases with
temperature rise.

But in this experiment polar hydrocarbons were not
introduced to the cores before water flooding. So these
results are consistent with the simulation values, that
Mg2+ ion has more affinity towards calcite surface than
Ca2+. Also, in the experiments from the same Stevns
Klint cores it is reported [3] that substitution of ions on
the surface was not observed. But in this experiment
oil(containing polar components) was initially
introduced to the cores. With increase in temperature
increase in Ca®" concentration, and decrease in Mg?" ion
concentration was observed in the effluent water only
when flooding water did not contain sulfate ions[5,6].

Discussion & conclusion

Micro scale behavior of brine and hydrocarbon during
water flooding on calcite surface was simulated using
first principle molecular dynamics simulation. Calcite
crystal structure was optimized and the elastic constant
was calculated. The obtained values were in correlation
with the experimental data. Primary adsorption studies
for different complexes of water, carboxyl group and
Ca?, Mg*" and Sr*" ions on the calcite surface was
studied from 0°C to 100°C. Through the simulations it
was observed that water molecules are more stable at
two locations; at an average height of 2.4 A and 4.2 A
from the calcite surface. It was observed that Mg?*
behaves significantly different from Ca®" on the calcite
surface. Mg?* preferred to be adsorbed alone, while Ca**
preferred to be adsorbed with carboxyl ion. The
carboxyl ion adsorption was modeled which is briefly
explained as Mg adsorption released energy. This
energy helped to release carboxyl ions. The model
explains the temperature effect in smart water flooding.
The obtained results were in correlation with the
experimental data in the literature. The controversy of
whether or not at high temperature Mg?* substitution of
Ca®" was explained. It study also puts emphasis on
functional group based analysis, of the oil, for
adsorption and wettability analysis.
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Synthesis and design of integrated-intensified
chemical/biochemical processes

Abstract
The reduction of fossil fuel feedstock causes a serious challenge on economic growth and environmental
sustainability. This motivates the development of renewable technologies to bridge the gap for fuel, chemical and
materials production. This project is focusing on the development of methodologies for fast, flexible and future
design of integrated-intensified chemical/biochemical processes, with particular focus on a biorefinery case study.

Introduction

The limited resources of fossil fuel as well as other
important driving forces (e.g. environmental, social and
sustainability concerns) are expected to shape the future
development of the chemical processing industries.
These challenges motivate the development of new and
sustainable technologies for the production of fuel,
chemicals and materials from renewable feedstock
instead of fossil fuel, in particular, biorefinery. The
biorefinery is defined as the set of processes converting
a bio-based feedstock into products such as fuels,
chemicals, materials and/or heat and power. Therefore,
the design of a biorefinery process is a challenging task
due to a number of alternatives: (i) several different
types of biomass feedstock and many alternative
conversion technologies can be selected to match a
range of products; (ii) a large number of potential

processing paths are available for Dbiorefinery
development. Designing a biorefinery, therefore,
requires screening among a set of potential

configurations, in order to identify the most convenient
option for the given set of conditions.

Detailed evaluation of each process alternative requires
a substantial amount of information such as conversions
and efficiencies for the different steps involved.
Moreover, considerable time and resources are needed
to execute the analysis, and it is therefore not practically
possible to consider more than a handful of candidate
processing paths. Hence, the ability of performing the
early stage screening is important and supportive to be
processed to identifying of the optimal biorefinery
processing path with respect to economics, consumption
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of resources, sustainability and environmental impact
prior the detailed design.

The challenge during the early stage of biorefinery
planning and design is the enormous need for data,
which is often not available and hence proper
assumptions and simplifications need to be made to
manage the complexity of the problem. This is
especially complicated when one broadens the scope of
biorefinery network design, that is, by simultaneously
focusing on different conversion platforms. The data
characterization representing each process alternative
requires a substantial amount of information:
parameters, variables, models of known reactions,
thermodynamic properties, process efficiencies resulting
in a detailed and complex model, and these require the
adapted systematic optimization approach to solve the
complex problem. Therefore, it is important to simplify
and manage the complexity related to the vast amount
of data.

In this contribution, as we focus on early state design
and analysis of biorefinery systems, the scope of
biorefinery synthesis is broadened by considering a
combination of thermo-chemical, biochemical platforms
and bioethanol upgrading processes. Moreover,
uncertainties in data and models (cost estimation) are
also considered to provide more information on the
optimal solution resulting in the robust decision-making
solutions.

In this way, the design space is extended significantly
meaning that more potential platforms and design
alternatives can be compared resulting in a more robust
and sustainable design solution.



Framework

Step 1: Problem formulation (i.e. problem definition,
superstructure  definition, data collection, model
selection and validation). This step includes the
definition of the problem scope, the selection of suitable
objective functions and optimization scenarios with
respect to certain metrics (e.g.: economic/business
metrics, engineering performance, or sustainability).
Superstructure definition together with data collection,
model selection and verification are then performed.
Step 2: Uncertainty characterization. In this step, the
statistical analysis tools, i.e. Latin Hypercube Sampling
with correlation control and Monte Carlo simulation, are
implemented and integrated within the deterministic
problem. In particular, the specific parameter needs to
be: i) selected as uncertain input data; ii) characterized;
iii) analyzed in terms of correlations; and, iv) sampled to
generate the possible scenarios.

Step 3: Deterministic formulation and solution. The
deterministic optimization problem, which is fully
formulated in Step I, is solved in this step. Moreover,
different scenarios regarding different objective
functions as defined in Step I are also analyzed in this
step. The result of this step is the deterministic solution
of the optimal processing path, ie. one optimized
biorefinery flowsheet scenario on the basis of mean
values of the input data.

Step 4a: Decision-making under under uncertainties
(deterministic). In this step, the deterministic
optimization problem is solved for each scenario
generated by the sampling from the uncertainty domain
(in Step 2). The results are: i) the probability
distribution of the objective function value; and, ii) the
frequency of selection of the optimal processing path
candidates under the generated uncertain samples.

Step 4b: Decision-making under under uncertainties
(stochastic). In this step, the optimization problem is
modified and formulated as a stochastic programming
problem by including the uncertainty domain into the
parameter domain. Therefore, the objective function is
reformulated as minimizing or maximizing the expected
value of the objective function over the uncertain
domain.

Step 4c: Decision-making under under uncertainties
(optimal  flexible network, multi-products and risk
reduction). In this step, a network design problem is
addressed to explore robust solutions under
uncertainties. This solution seeks a balance between a
larger capital investment and an increased flexibility of
the network design to better cushion and absorb the
impact of uncertainties during the operational stage
once the planned biorefinery has been built and
subjected to market uncertainties.

Uncertainty analysis of a
optimization

The specified objective function is to minimize the total
annualized cost. The superstructure (Figure 1) of the
biorefinery processing network is to convert corn stover
and wood to bioethanol developed [1]. Moreover, the

superstructure-based

uncertainties of market prices (raw material costs and
product prices) were identified as the important sources
of uncertainty affecting the decision concerning the
biorefinery design.

I
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Figure 1: The combined superstructure.

Table 1: An identification of optimal solution under market prices
uncertainties (max. operating profit) [1]

Operating
Solutions Processing paths profit
(MM$/a)
B Wood, Entrained-flow
Opln(gz:le;: e}t;)v ork gasifier, steam reforming, 247
scrubber, acid gas removal
Network under using ami“e’ alcf)hOI
uncertainties synthesis, mol. sieve, 161
(Step 4b) distillation, diethyl ether
production
Optimal flexible | 0 4p o1 ether and 1,3-
network N . 187
(Step 4¢) butadiene production
Conclusion

In this study, the impact of data uncertainties on design
of optimal biorefinery networks using superstructure-
based approach is discussed. The combination of the
deterministic problem, the deterministic problem under
uncertainty and the stochastic problem was used to
effectively identify the impact of uncertainty on the
optimal solution. Thermochemical conversion platform
of biomass with upgrading an ethanol to diethyl ether
(and 1,3-butadiene) is the most promising solution
respect to techno-economic criteria. These study is
expected to provide useful information regarding
economic and sustainability drivers for the future
development of a biorefinery.
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Computer-aided Mixture and Blend Design

Abstract

Product design of novel pure, mixed and blended products with the considerations of process and application is an
emerging topic in the field chemical and biochemical engineering. Many methods, such as Computer Aided
Molecular Design (CAMD), and Computer-aided Mixture and Blend Design (CAM"D) provide the possibility of
design such products. However, these product design problems can quickly become large and difficult, if not
infeasible, to solve in the area of mathematical optimization. In addition, considerations of process, application,
advanced products, economic feasibility, environmental and sustainable metrics that must be included in today’s
product design consequently makes the problem harder to mathematically define and to solve. The use of process
systems engineering (PSE) methodologies and tools can make it possible to obtain the optimum designed product
that is competitive with today’s demands. In this research project, a computer-aided systematic methodology will be
developed for the design of pure, mixed and blended products using extended CAM®D methods. The methodology is
to be implemented into a software and applied in various case studies, specifically the design of working fluids for
heat pump cycles.

Introduction molecular groups present in a molecule, the properties

One of the greatest challenges in the chemical,
biochemical and pharmaceutical industry is the design
of novel products. The need for tailor-made products
that are more environmentally acceptable, sustainable
and economically feasible require advanced methods for
product design. In figure 1 the four large areas that are
to be considered in product design are: Product needs
and application, process needs and application and
synthesis routes. The product needs and application
refer to the actual design and application of the product,
whereas the process refers to production and use of
products in processing, synthesis routes of the product,
and the economic, sustainable and environmental
metrics. An optimum product should be generated
through a mathematical optimization of these four
domains. Several methods exist for finding the optimum
product. One of these are computer-aided molecular
design (CAMD) for the design of molecules [1], which
has been extended to compute-aided mixture/blend
deign (CAM®D) for the design of mixtures and blends
[2]. Property prediction methods are the backbone of the
any CAMD method. The property prediction methods
ensure that product generation is not hindered by
experimental data resources. Group contribution method
is one of the prediction methods where by knowing the
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can be predicted. For mixtures and blends, the ensemble
properties can as well be predicted. This enables the
possibly of generating novel pure compounds, mixtures
and blends alike. The synthesis routes of a product can
also be found through the application of a CAMD
method, which was shown in [4]. This will be one of the
application areas of the methodology.

Economic,
Sustainable, |
Environemnt

Figure 1: Four main areas that must be considered to
find the optimum product design



Computer-aided Systematic Methodology

In this work, a generic systematic computer-aided
methodology will be developed for the design of novel
pure, mixed and blended products. Given a set of
product and process needs, the feasible and optimum
mixture/blend design can be found. The method will
formulate the product needs into a mixed-integer non-
linear programming problem, which will be solved with
mathematical ~ optimization  through  specialized
algorithms.

The general CAMD problem can be formulated as
the following Mixed Integer Non-Linear Programming
(MINLP) problem. The MINLP formulation is divided
into objective function and four types of constraints.

min/max £, (X,N)
S.t.
structural constraints: g, (N,Y)<0

pure component property constraints: g,(N) <0
mixture property constraints: g,(X,N) <0
process model constraints: g,(X,N)=0
XeR" NeZ'Y<{01}7

N is a vector of integer variables, which are related to
the numbers of the building blocks and/or molecules (1
and 2™ order groups). Y is adjacency matrix which is
related to the description of the molecular structure. X is
a vector of continuous variables, which are related to the
mixture and/or process variables.

The first constraint deals with the structural stability
of the generated molecules. Here, molecules that do not
follow rules such as the octet rule (valency) will
rejected as infeasible molecules. The second constraint
includes pure component property constraints, such as
thermodynamic or environmental properties. These are,
for the case of group contribution methods, often linear
equations. In the third property constraint the mixture
properties are investigated. Here, both mixture
composition dependent properties, such as density, and
independent properties, such as solvent selectivity, are
considered. In the last and fourth constraint type, the
process model are included, such as mole balance for a
unit operation. Other models may also be included here
such as phase equilibrium equations.

To solve this MINLP problem, a database is used for
group contribution coefficients for the molecular
groups, which will generate the molecules. In most
CAM"D problems, and in general MINLP formulations
as the one given, the need of using highly nonlinear
property models and process models can lead to non-
convex and non-smooth problems, which is difficult to
solve. One of the method to solve these types of
problems is by Karunanithi et al. [2] who proposed a
decomposition-based algorithm to solve this MINLP
problem by first solving sub-problems consisting of a
set of property constraints only. The search space is
reduced by using this decomposition algorithm. The

MINLP problem is converted to several Non-Linear
Programming (NLP) problems corresponding to fixed
values of the integer variables. The decomposition-
based algorithm is shown in a bulls-eye analogy in
figure 2. It has been shown that through this solution
strategy it is possible to obtain a solution to the large
MINLP problem.

Objective
function

—— Process Models

Mixture Properties

Pure Compound
Properties

Molecular

/ Structure Stability

Figure 2: Decomposed Solution Strategy

Future works

The future developments of this research topic will be
the full development of the methodology. Apply the
methodology to working fluid design problems for heat
pump cycles, and application in reaction path synthesis
problems. In addition, a computer-aided software is
under development that enables the possibility to
automatically solve the product design problem using
this methodology.
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Consistent thermodynamic properties of lipids systems

Abstract

Physical and thermodynamic properties of pure components and their mixtures are the basic requirement for process
design, simulation, and optimization. In the case of lipids, our previous works [1,2] have indicated a lack of
experimental data for pure components and also for their mixtures. To contribute in this area, experimental data
were obtained using the Differential Scanning Calorimetry (DSC) technique for isobaric vapor-liquid equilibrium
(VLE) of two binary mixtures at two different pressures (1.2 and 2.5 KPa): system 1 [monoacylglycerol
(monocaprylin) + fatty acid (palmitic acid)] and system 2 [monoacylglycerol (monocaprylin) + fatty ester (methyl
stearate)]. System 1 is relevant in the purification steps of the deodorizer distillates while system 2 is relevant in the
purification steps of biodiesel and bioglycerin. Available thermodynamic consistency tests for TPx data were
applied before performing parameter regressions for Wilson, NRTL, UNIQUAC and original UNIFAC models. The
relevance of enlarging experimental database of lipids systems in order to improve the performance of predictive
thermodynamic models was confirmed in this work by analyzing the calculated values of original UNIFAC model.
For solid-liquid equilibrium (SLE) data, new consistency tests have been developed [2]. The SLE consistency test
and data evaluation is performed in a software containing option for data analysis, model analysis and parameter

regression.

Introduction

In edible oil/fat and biodiesel production, modeling,
simulation and design of unit operations require
knowledge of phase equilibria in vapor-liquid (VLE),
liquid-liquid (LLE) as well as solid-liquid (SLE)
circumstances. The use of DSC technique for measuring
thermophysical properties of fatty systems is increasing
due to its clear advantages i.e., it uses very small
samples, 3-5 mg in comparison to ebulliometry (cost-
effective) and it provides the results in a shorter
operation time, avoiding thermal degradation of
compounds prior to vaporization. Differences in
accuracy can be found for original UNIFAC model in
comparison with correlated models such as NRTL and
UNIQUAC, though they are not large for some of the
systems. However, for complex compounds such as
acylglycerols, phospholipids, tocopherols, among
others, high deviations are observed in some cases for
physical and thermodynamic properties prediction. In
order to improve the performance of predictive
thermodynamic models for lipids data, we proposed
new interaction parameters for UNIFAC model and
lipids systems. A total of 358 data sets from the
DECHEMA® database for solid solubility data and 70
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SLE data sets in CAPEC Lipids Mixtures Database
were analyzed with the thermodynamic consistency
tests for SLE [2]. Application of the software for the
collection of SLE data sets can establish the general
idea of the quality of the available data.

Experimental work

Novel VLE data for monocaprylin plus palmitic acid
and monocaprylin plus methyl stearate were measured
using the DSC technique, which is considered suitable
for these two binary mixtures, mainly because of the
low amounts of sample used in each trial. Satisfactory
results for the measured data were obtained and
confirmed by the thermodynamic consistency tests
applied in this work (pure component test and Van Ness
test) with quality factors for the binary mixtures higher
than 0.77 (in a range between 0 and 1). The regressions
of parameters were obtained for Wilson, NRTL and
UNIQUAC, with average relative deviations lower than
0.3 % for all cases. The phase diagram with the
thermodynamic model performance for system 1
[monoacylglycerol  (monocaprylin) + fatty acid
(palmitic acid)] can be seen in Figure 1.
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Figure 1: Vapor liquid equilibrium for the system 1 [monocaprylin(1)
+ palmitic acid(2)] at a)1.2 kPa and b)2.5 kPa. ¥ Experimental data[3];
—NRTL(with vapor phase calculated by the model); *UNIQUAC; -.-
Wilson; «*Modified UNIFAC

UNIFAC model representation for lipids systems

Since the original UNIFAC model parameters may not
have been regressed with data from lipid systems, a
possible way to improve the original UNIFAC
performance is to fine-tune group interaction parameters
using the lipid data-sets. This was done by regressing
the interaction parameters for the functional group with
the chain group, such as COOH with the CH3/CH2
group for fatty acids. Since a large number of
interaction parameters were necessary for the VLE
calculation compared with the measured data points an
objective function employing a regularization term as
done by Balslev and Abildskov [4]. One example was
selected to better exemplify the improvement found for
some existing systems in literature and can be seen in
Figure 2. The measured experimental data [3] had
considerable improvement considering the new set of
parameters (Mod. UNIFAC), as ARD (%) given by
Table 1. In total, 48 binary interaction parameters (amn)
for UNIFAC model were regressed considering a
database containing around 52 VLE data sets and more

For VLE systems, improvement in the experimental
data representation was observed for non-ideal mixtures
containing complex compounds with and without
solvents, which include different classes of lipids, such
as acylglycerols, fatty acids and fatty esters. In addition,
the same parameters were utilized for SLE data without
loss of performance by the model. The considered
cross-validation method shows the efficiency of the
proposed new parameters.

Software  implementation of the
consistency tests for SLE systems
Though no rigorous consistency tests exist for such
systems, using a reliable activity coefficient model
along with comparing limits with independent pure
component data allows Quality Factors (Q) to be
established for complete composition range and limited
range solubility SLE. It was found that the FST model
is normally more accurate than both the NRTL and
UNIQUAC models. One example of a data set
containing a lipid as one of the compounds is seen in
Figure 3. The same approach adopted here for SLE.
This algorithm is an option to be used in thermophysical
and thermochemical property data validation.
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Figure 2: Acetone (1) and triolein (2) — original UNIFAC model
representation a) before and b) after consider the new set of
parameters. Experimental data [5]: liquid phase (x) and vapor phase
(). Original UNIFAC model prediction of liquid phase (—) and

vapor phase (—).

Table 1: Average relative deviations, ARD (%), for
UNIFAC calculations

Figure 3. Screen shot from the software developed for thermodynamic
consistency tests analysis. Experimental data for the binary mixture of
methyl palmitate(1) + chloroform(2) MExperimental data [6] at
pressure equal 101.325KPa using “Test-1 (Pure Test), — Test-2
(Slope), —Test-3 (NRTL model capability) and —Test-4 (FST).
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Development of Highly Efficient Solid Oxide Electrolyzer Cell Systems

Abstract

With the increasing amounts of renewable and fluctuating energy in the Danish energy system, effective and high
capacity storage solutions are necessary. A solution could be electrolyzers capable of utilizing electrical energy to
transform H,O and CO, to gas and liquid fuels. This project is about designing optimized components for such
systems using experimental investigations as well as theoretical tools.

Introduction

The present Danish energy plans envision a rapid
introduction of large amounts of renewable and
fluctuating power sources into the Danish energy
system. By 2020 it is for example planned to have 50%
of the energy in the power grid produced by wind
turbines [1]. In order to make efficient use of such large
amounts of fluctuating electrical power sources, there
will be an increasing need for high capacity storage of
electrical power over days and even months [2].
Energinet.dk is working with scenarios where 5 GW [2]
of electrolyzer capacity is required in 2050. Here it is
also expected that electrolysis will be combined with
catalytic fuel synthesis where H, and CO, are converted
to fuels, such as methane (CH4) or methanol (CH30H),
which can be stored easily in the existing infrastructure
(e.g. the natural gas grid) and can be used directly for
transportation.

When using electrolysis for energy storage, power
efficiency is the key performance parameter. Solid
Oxide Electrolysis Cells (SOEC) have a unique
potential for very efficient operation. Being a high
temperature (>700 °C) system, SOEC can utilize up to
33 % (at 800 °C) of the energy required for the
electrolysis process as heat, compared to only 17 % for
traditional alkaline room temperature electrolysis [3]. It
also gives the opportunity to use waste heat/steam,
which might be available from external processes, such
as fuel synthesis processes.

Based on commercially available heat exchangers,
Haldor Topsee has developed SOEC systems, with
efficiencies of around 75 %. This is better than typical
alkaline electrolyzer, but there is still room for
improvement by developing very efficient heating
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components (e.g. heat exchangers), fully optimize the
mechanical and functional integration between heat
exchanger and SOEC stack, and integrate catalytic fuel
synthesis in the heat exchanger. To achieve this kind of
optimization, advanced mathematical models of the
stack and heat exchanger are needed.

The models for H, and CO production in SOECs have
only recently been coupled together in a 2D model [4].
However, the effect of the shift reaction (CO + H,0 <
CO, + H,) and the carbon formation reaction (CO + CO
— CO, + C) are still to be fully understood and
modeled. These reactions are important for the
components, since e.g. C can cause metal dusting on the

used materials and fouling of stacks and heat
exchangers.
Few literature examples of modeling and/or

experimental characterization of heat exchanger-based
reactors in connections with fuel cells exist [5-9]. These
studies are focused on complete reforming before
entering the fuel cell (e.g. CHy + H,O — 3H, + CO).
However, heat exchange-based reactors capable of
transforming the produced synthesis gas to higher value
fuels (e.g. 3H, + CO — CH4 + H,0) are desirable for
SOEC systems, but have not been investigated so far.

Specific Objectives

The first scientific objective of the project is to develop
computational fluid dynamics (CFD) models for SOECs
Compared to the state-of-the-art, these models are to
include the critical formation of carbon, which may
cause destruction of the cell and heat exchanger.



Models for compact plate heat exchangers will be
developed to enable the design of counter-flow heat
exchangers  operating  with large  temperature
differences. The models will be used to predict
important parameters, such as pressure drop. As a
second scientific objective, this model will include the
effects of carbon formation and metal dusting on the
heat exchangers to predict lifetimes of the heat
exchangers for different operating conditions and for
different materials.

A third scientific objective is to include chemical
reactions into the heat exchanger model to simulate the
possible integration of fuel synthesis in catalytically
coated plate heat exchangers. For this modeling, new
experimental data will have to be obtained for the
kinetics of relevant catalysts to be coated onto the heat
exchanger surfaces, and the model must be
experimentally verified by preparing and testing
catalytically coated plate heat exchangers

Finally, the developed models and experiments will be
used to identify which parameters have the largest effect
on the construction and performance of SOEC systems.
This knowledge can thus be used as a starting point for
further research and development.

Results and Discussion

So far a new plate heat exchanger has been designed
and tested with nitrogen. The heat exchanger was also
modeled with Matlab using a finite volume method and
the experimental data was used to fit the model. The
efficiency of the heat exchanger was calculated by:

_ TL‘nld,out - T;nld,in
T;wt,in - T;:uld,in

Figure 1 shows the efficiency of the heat exchanger
vs. inlet flow rate. Unexpected, the efficiency increases
with increased flow rate. This matter is currently being
investigated further.

When replacing nitrogen with the actual used gasses,
the model predicts the efficiency of the heat exchanger
to be 82% and 90% for the cathode and anode heat
exchanger respectively. In comparison, the current
commercial heat exchangers have an efficiency of 78%
and 73%, respectively. However, the new developed
plate heat exchangers have a significantly larger
pressure drop than the current heat exchangers.

Conclusions and Further Work
The model predicts that the developed heat exchangers
will have a higher efficiency, especially the anode heat
exchanger. However, the higher pressure drop might be
unacceptable from a system point-of-view.

The next step in the project is to validate if the
measured values are correct and to test if the pressure
drop can be reduced.

After that the effects of carbon formation and metal
dusting on the lifetime of the heat exchanger will be
investigated. Subsequently, the possibility of integrated

fuel synthesis in the heat exchanger will be explored.
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Figure 1: Calculated efficiency of the special designed
plate heat exchanger versus the flow rate.
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Characterization of Microbial Consortia for Keratin Degradation Processes

Abstract

Especially in the last decade, the number of biofuels and biobased chemicals which can be obtained through
microbial fermentation technologies has continuously increased. Nevertheless, a major step towards the sustainable
and cost-effective production of such new biocommodities will certainly be the possibility to employ, in a larger
extent, cheaper and widely available renewable feedstocks such as residual biomass and organic waste materials.
This PhD project is part of a larger multi-partner research project, namely “Keratin2Protein”, where the potential of
novel process technologies will be investigated in order to efficiently convert organic agro-industrial residual
biomass into new alternative added-value products. Specifically, tailor-made microbial consortia, which can be
cultivated in an industrial process for keratin degradation, will be employed to valorize slaughterhouse keratin-rich
by-products for production of protein-enriched feed. In particular, the PhD project will focus, on the one hand, on
the development and optimization of fermentation protocols to cultivate microbial consortia for efficient keratin
biodegradation and, on the other hand, on the implementation of mathematical, deterministic, models describing

microbial interactions within these synthetic ecological webs.

Introduction

A large part of the research efforts for the production of
fuels and chemicals from renewable resources have
focused on the identification and engineering of single
microbial cell factories in order to utilize complex
substrate mixtures. Nevertheless, microbial species
living in a large variety of naturally occurring
environments have, after billions of years, evolved
towards the formation of highly efficient consortia in
which they perform multiple tasks in a synergistic
manner. In particular, at the community level, this
cooperation gives rise to higher-order properties such as
improved stability, optimized use of the available
nutritional and energetic resources, enhanced substrate
degradation rates etc. Within this context, microbial
communities can be defined as complex adaptive
systems [1] which dynamically adjust their structure and
function in response to external stimuli — that is to
changes in the environmental conditions.

One of the major challenges in developing models
capable to predict the structural and dynamical behavior
of a microbial consortium is the complex relationship
describing the inter-specific interactions that are
established both in between community members and
with respect to their local environment and the resulting

53

physiological phenotypes expressed by each individual
species.

This PhD project will focus on the development of
mechanistic models which will be used as simulation
platforms to obtain a more clear insight into the
interplay between different consortia members. In
particular, these models will be employed to design and
optimize synthetic microbial consortia for the efficient
degradation of keratin-rich residual biomass.

Methodology

Kinetic characterization of each possible consortium
member will be performed at bench-top fermenter scale,
and optimal conditions for efficient cultivation of these
keratinolytic microorganisms will be determined. In
particular, by means of pure culture experiments, the
effect of keratin-rich substrates, medium composition
and environmental conditions (i.e., temperature, pH,
dissolved oxygen, agitation speed, etc.) on microbial
growth and keratin degradation kinetics will be studied.
In order to optimize both medium composition and
cultivation parameters using a reduced number of
experiments, statistical methods such as central
composite design (CCD) and response surface
methodology (RSM) will be employed [2].



Experimental information obtained in the fermenter
for each keratinolytic strain tested will be employed to
formulate and implement, in the MATLAB-Simulink
programming environment, mathematical —models
capable to describe the effect of keratin-rich substrates,
culture  medium  composition and  selected
environmental conditions on microbial growth and
keratin degradation kinetics. In order to represent the
biochemical transformations occurring in keratin-rich
residual biomass degradation through some simplified
process descriptions, mechanistic models, inspired by
those typically used to represent microbial wastewater
treatment processes [3], will be developed. Thereafter,
kinetic models of pure cultures developed for optimal
growth conditions will be adapted to suboptimal,
common growth, conditions for co-cultures of interest.

To gain a better understanding about the interactions
between different consortia members, the range of
application of the deterministic models previously
developed will be extended to the case of mixed
microbial cultures. Subsequently it will be possible to
apply these models in simulating keratin substrate
degradation for a variety of consortia constellations in
order to verify their potential as simplified tailor-made
consortia that could be easily cultivated in a bioreactor.
In more detail, the effect of medium formulation and
environmental conditions on the behavior of the mixed
population will be simulated, providing guidelines for
further process design and optimization.

Cultivations in bioreactors of simplified consortia
consisting of predicted optimal combinations of selected
pure cultures will be established. Experimental
information and model predictions will be used to
evaluate dynamics between consortia members and the
stability of the consortia itself. For some of the best
performing co-cultures a more detailed quantitative
characterization, involving enzyme profiling, analyses
of substrates and microbial biomass will be performed
in combination with omics profiles. Data from
cultivation experiments will then iteratively be used for
model validation and to improve model predictions.
Finally the mathematical model will be used to support
the design of the best reactor configuration: batch, fed-
batch and different hybrid cultivation strategies will all
be evaluated.

Importance of the Mechanistic Model

In Figure 1| all the main steps involved in defining a

quantitative description of a fermentation process are

summarized. In particular, deterministic models used to

describe fermentation processes involving microbial

communities should be able to:

= describe, in a quantitative manner, fluxes through
pathways for nutrient resources and energy,

= identify and quantify the effect of interactions of
consortium members with each other and with the
surrounding environment on the overall community
performance,

= infer on the system’s higher-order properties — that
is the capability of the model to predict, based on

mechanistic considerations, to which extent, for a

selected microbial consortium, the biodegradation

performance of the system has been improved.
Therefore, during each phase of the PhD study, the
model structure will be continuously and iteratively
updated. First of all, the structured model will be fitted
to experimental data collected during both pure and
mixed culture experiments; if the model structure will
not permit an accurate description of the data after
parameter estimation, the model structure will need to
be updated, and parameter estimation will be repeated.
Model analysis tools, such as uncertainty and sensitivity
analyses, will also be used to direct experimental
efforts. In particular, ranking of parameters via
sensitivity analysis will allow to direct experimental
efforts only towards the most significant parameters [4].

’ Cellular Model | | Reactor Model

!
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b
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Figure 1: Main steps involved in the quantitative
description of a fermentation process [5].
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Systematic Methods and Tools for Computer Aided Modelling

Abstract

Modelling is an important enabling technology in modern chemical engineering applications. A template-based
approach has been developed in this work to facilitate the construction and documentation of the models and enable
their maintenance for reuse in a wider application range. This concept is implemented as a software tool, which
provides a user-friendly interface for following the workflow steps and guidance through the steps providing
additional information and comments on model construction, storage and future use/reuse.

Introduction
Computer-aided modelling is an important enabler in
facing current and future challenges in product-process
engineering. Modelling technology helps to reduce
number of resource-demanding experiments and, at the
same time, to deliver truly innovative solutions. Process
model of reliable quality allows predicting process
behaviour and based on this, to optimize the process and
to improve understanding of the domain system.
However, the modelling technology also requires the
necessary methods and tools to perform these functions.
The construction of models is mainly manual, which is
still not very effective. Manually developed models
usually can be applied only for the specific problem for
which it was developed, such models are usually not
well documented and therefore difficult to maintain.
Better application of the developed models can be
achieved by reusing them through a specially developed
modelling framework. This framework should increase
reuse and exchange of models, provide proper
documentation and support a variety of models. By
using this modelling framework, the user will get a
model structure, guidance and support during model
development and model application and, therefore,
efficiency of the modelling process will increase and the
quality and reliability of the models will be improved.
Klatt and Marquardt [1] have identified prospective
improvements for the present modelling tools, such as
multi-scale  modelling  features  together  with
documentation, maintenance and reuse of models in an
efficient and economical way. The benefits of the
integration of modelling tools are highlighted in the
study of Zhao et al. [2], which shows the potential for
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generic, non-case-specific tools. Heitzig [3] points to
the importance of the systematic framework for model
development and the need for implementation of
templates for modelling cases and creation of the
template library.

Objective

The objective of this study is to create modelling
templates and combine them with other modelling tools
within a modelling framework. The goal is to create a
user-friendly system, which will make the model
development process easier and faster and provide the
way for unified and consistent model documentation.

Computer-aided Template-based Modelling

A modelling template is a generic model on which other
problem-specific models are based — in this way, it is
similar to a superstructure of process alternatives — that
is, it includes a collection of models for the process it
represents. In the template, a model is decomposed into
three sets of equation types: balance equations,
constitutive relations and connection and/or conditional
equations. This decomposition is based on the
modelling hierarchy proposed by Cameron and Gani
[4]. Within each type of equations, multiple versions of
model equations may be stored in the template and
retrieved when necessary to generate different problem-
specific models.

Model-templates are based on the knowledge
representation structure (also known as ontology) as
highlighted in Fig. 1. The knowledge in each model
template is structured in terms of three main classes of
information: upper-layer, sub-layer and block. Here, a



class is a pattern with specific parameters or
characteristics, which is used for creation of the model
objects. These objects are therefore the instances of the
class. The collection of instances of the classes
represents the total model in the template or the system.

— = Parameter
/

+—— Includes

I Template I
information

I Upper-layer I

Sub-layer

Connection

Figure 1. Structure of hierarchy in the modelling
template.

Each model template includes four upper-layers,
according to the structure of the decomposed model:
system information, balance equations, constitutive
equations and connection equations. Each upper-layer
may include one or more sub-layers, which are related
to the description of the system and the phenomena
occurring within it. Each sub-layer may include one or
more blocks, which contain the data, parameters and/or
equations of the corresponding instances of the sub-
layer. Each instance of a block is related to one option
of the phenomena representing the connected sub-layer.
Also the structure includes certain parameters and minor
classes for describing template, those are equations,
block description, connections and block state (see Fig.
1). Description contains information about phenomena
to which the block is related. For most of the sub-layers,
a block also includes one or more equations, however,
some blocks, especially blocks from the upper-layer of
the system information, may not include any equations,
but they contain information, which effects equations of
the subsequent blocks, for example, number of
compounds in the reaction will change the number of
balance equations. Therefore, additionally each block
includes information about possible connections with
blocks related to other sub-layers.

Software implementation

The template-based modelling approach is implemented
as a software tool, providing easy and user-friendly
interface for rapid and more efficient development and
use of models. It provides an environment for creation
of new templates or addition of new building blocks for
existing templates and an environment for template use
(see Fig. 2). It guides the user through the steps of the
work-flow for template-creation or use. It allows the
user to impose changes to an existing template to create
new templates and/or prepare an existing model for use
in a specific application. The final model equations are
translated as an MoT-object and can be solved and
identified through the ICAS-MoT modelling platform or

can be transferred to a text or xml-file in order to use it
in external simulation environment (e.g. EXCEL,
Matlab, gPROMS™). Moreover, the newly created
model can be added to the model library and used as
well for template creation and/or updates.

System Information

Number of volumes

[ one

Number of scales

l One

| ——

Figure 2. Upper-layer of system information including
two sub-layers: number of volumes and number of
scales, each of them contains two blocks, representing
template options. Green (light-coloured) blocks indicate
currently chosen options, blue (dark-coloured) shows
the options of the template that are available.

Conclusion

The modelling template is intended to be a model
repository for storing, retrieving, modifying, updating
models in knowledge based systems for easy
maintenance and connection to model solution and
analysis software. The end goal is to make the model
development process easier and more efficient. The
models constructed by the template can then be
exported to different simulators for various model
application purposes including simulation, parameter
estimation, optimization, etc. Current and future work is
extending the application range for the template-based
modelling including unsaturated fatty acid oxidation, as
well as improving the different aspects of workflow and
its software implementation
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Micro Scale Reactor System Development with Integrated Advanced Sensor
Technology

Abstract

Process development and optimization is a costly and time-consuming process involving the optimization of
relevant process parameters tested at different process scales [1]. Differences between phenomena across scales
often results in attaining less than optimum process parameters which will affect process productivity. These
differences are usually not detected due to insufficient process control at smaller scales [2]. The development of a
screening setup able to operate processes at different process conditions in parallel while providing adequate
quantification and control of process parameter conditions would streamline and greatly reduce the cost of this
development process and increase its reliability [3],[4],[5]. This project aims to develop such a setup through the use

of microtechnology and sensor integration.

Introduction
Bioprocess optimization and development requires
the study of relevant process parameters, their influence
and interaction, in a reliable and scalable way. This is,
often due to a high number of variables, very expensive
and time-consuming [l]. High-throughput (HTP)
technology, in the form of parallelized controlled
reactions, allows reducing the cost and duration of
industrial bioprocess development and scale-up. This is
achieved by enabling the simultaneous study of several
process parameters, such as temperature, pH, oxygen
transfer, mixing, culture mode, media composition, type
of cell or strain, available vectors, among others [3],[6].
Microtiter plates (MTP) and shaking flasks offer a
simple way of increasing cultivation throughput, but
without process control and limited information on
process  conditions  [5],[6].  Furthermore, the
implementation of culturing strategies as fed-batch and
continuous fermentation, which are common in
industrial processes, is complicated in these systems.
However, since differences in the cultivation strategy
between initial screening experiments and final
production process may lead to a selection of
suboptimal strains and/or process conditions, distinct
parallelization strategies have to be applied [7],[8].
Microbioreactors (MBR) offer the potential to find a

balance between process control and cultivation
throughput in order to turn HTP cultivation
economically and practically feasible [3]. Two
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approaches are possible: bottom-up and top-down.
Bottom-up approaches, represented by microchannels
and shake-flasks and MTP-based setups, attempt to
reproduce large scale processes but applying diverse
reactor shapes and mixing or feeding strategies. Some
recent MTP-based commercial approaches already
integrate sensors on cultivation chambers (e.g. Biolector
system from m2p labs [9]; Micro-24 MicroReactor
Instrument from Pall Corporation [10]; SensorDishes®
from PreSens), with fluid handling equipment for
automatic small volume sampling or inocula or medium
addition. Nonetheless, scale-up of the process
parameters obtained with these systems can be difficult
due to application of different mixing, heating or
feeding strategies inherent to a bottom-up approach.
Top-down approaches, on the other hand, miniaturize
the entire process by mimicking large scale conditions
(e.g. mixing) and reactor type, as closely as possible.
Thus, the miniaturization (5 - 100 mL) and
parallelization of stirred tank, batch or fed-batch
reactors with respective sensor systems (e.g. ambrTM
from TAP Biosystems [1]; micro-Matrix from
Applicon; DASGIP Parallel Bioreactor System from
Dasgip; HexaBatch System from Hexascreen Culture
Technologies S.L.), allow understanding high volume
processes better towards a more effective process
troubleshooting. Most of MBR systems developed so
far, however, lack online sensors for the most
significant parameters (such as cell viability, product



concentration and quality, glucose, antibody, reaction
metabolites, etc.) [11].

This PhD project, performed within the European
Network for Innovative Microbioreactor Applications in
Bioprocess Development (EUROMBR) project, aims to
develop a HTP MBR setup with integrated sensors for
relevant reaction constituents, besides sensors for the
common physical parameters (Temperature, pH, DO
and OD). Near Infrared (NIR)-based sensors will be
considered and evaluated in terms of applicability and
design integration in order to attain the best performing
sensor for the target parameters. Three sensor
approaches are available: NIR luminescent polymer
patches [12], NIR luminescent nanoparticles [13], and
miniaturization of a conventional NIR setup for MBR
integration. Further, a new design for a MBR setup will
be developed starting from existing platform
configurations with the intention to integrate the sensors
in an easily operable, reliable and scalable way.

In order to validate the applicability and operation
range of both the new MBR design, as well as the
developed sensors, both biocatalytic and fermentation
applications will be tested. Two biocatalytic reactions,
Gluconic acid production with Glucose oxidase (GOXx)
and (S)-a-Methylbenzylamine (0-MBA) production
with an ®-Transaminase (o-TAm)) [14] were chosen as
the biocatalytic specific applications. These will be
compared against batch MTP-based systems. Further, a
relevant fermentation process with Sacharomyces

cerevisiae will also be tested and a comparison with
bench scale reactors will be performed. Since this
project’s objective is the development of a parallelized
HTP MBR setup with sensor and control integration, the
focus will be on platform development towards a multi-
process usable MBR platform.

Figure 1: Schematics of MBR design with
integrated sensors for continuous processing and
sampling.

Specific Objectives

1. Literature investigation of relevant metabolites
in bioprocesses currently not detected in HTP platforms.
Identification of best sensor configuration for chosen
metabolites in the literature.

2. Design of a MBR setup for integration of the
chosen sensors. The new design will take into
consideration the wusual range of conditions for
bioprocess reactions in terms of temperature, pH,
mixing, DO and OD, with integration of commercially
available sensors for these parameters. Pump assisted
addition and sampling of fluids will be included, as well
as, control for temperature, pH, mixing/DO and feeding.

3. Test and optimization of sensors and final
integrated in MBR setup.

4. Determination of sensor’s detection limits and
sensitivity in MBR setup for all chosen process
applications.

5. Final validation (proof-of-concept) of complete
MBR setup and comparison with results from bench top
setup for all process applications.

6.
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Risk Associated With the Decompression of High Pressure High Temperature
(HP/HT) Fluids - Study on Pure Liquid Water

Abstract

Significant changes in the final temperature after the decompression of pure liquid water are experienced when
decompressed from high pressures and high temperatures (HP/HT). A temperature increase is observed for pure
liquid water upon decompression, opposite to what is expected for a decompression process. This is a consequence
of the inversion of the Joule Thomson Effect for liquid water at temperatures below 250°C. A prediction of the final
temperature is performed based on a thermodynamic analysis of the phenomenon. The study is done on pure liquid
water at initial pressures of 1500, 1000 and 500 bars and at initial temperatures between 100 and 350°C.

Introduction

The increase of temperature during decompression as a
result of the inverse Joule Thomson Effect (JTE) can
cause serious operational problems in different
processes. For instance in a geothermal reservoir, i.e. a
brine system at high pressure, the decompression
process might lead to sudden evaporation of the aqueous
phase. As a consequence precipitation of the salts in the
brine can occur. The resulting scaling can cause
problems of clogging pipes and fittings among other
problems.

The inverse JTE stands for an increase of
temperature during the expansion of a fluid. A decrease
(JTE) or an increase in temperature (inverse JTE), are
directly correlated to the inversion temperature of the
fluids which depends on the physicochemical and
thermodynamic properties of the fluid and the initial
temperature and pressure of the process. For example in
the case of Argon (Ar) and carbon dioxide (CO) the
inversion temperatures are 449.8°C and 1226.8°C
respectively at 1 bar and 25°C.

Studying the JTE and its inversion is of the outmost
importance since these effects may drive adverse
consequences in different processes if they are not
considered due to an anomalous heat flow. Instead, the
JTE and the inverse JTE can be anticipated if a rigorous
study is done based on the fluid characteristics and the
thermodynamic analysis of the process.

The JTE has been mostly studied for the expansion of
gases as mentioned above and implemented for the
liquefaction of gases and refrigeration cycles (e.g. Linde
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refrigerator), but this effect is also observed in liquid
and in solid phase, meaning that the gaseous behavior as
it is stated in the Joule Thomson experiment is not a
requirement as mentioned by Adkins [1] and by Atkins
and Paula [2].

Theoretical background

The Joule Thomson effect is quantified by the Joule
Thomson Coefficient (JTC), which is positive in the
case of the classic definition of the JTE and negative in
the case if the inverse JTE. The conventional
thermodynamic definition of the JTC (p) is shown in
Eq. (1) (Vrabec, Kumar, & Hasse, 2007):

oT 14
I
“ £6PJH o ]

Where g is the JTC, C, is the isobaric heat capacity
and « is the isobaric expansivity. As can be observed in
Eq. (1) the Joule Thomson coefficient is a state quantity
which depends on the actual pressure and temperature.

)

Methodology

The JTE and the inverse JTE during the decompression
of pure liquid water are addressed by setting up an
energy balance of the system. The decompression
process is assumed to occur at adiabatic conditions with
no change of phase. The decompression is thus
completed before reaching the bubble point of liquid



water. The energy balance is set up for two different
cases. The first case is a steady-state process that
includes significant terms for kinetic and potential
energy (non-isenthalpic). The energy balance expression
is shown in Eq. (2) [3]

AZ
AH +24

+gAz=0-W, 2)
AH is the change of enthalpy in the process, Au is the
change of velocity of the flowing fluid, g is the
gravitational acceleration, Az is the change in elevation,
Q is the heat transfer to the system and W the shaft
work. The second case is a process without significant
changes in potential and kinetic energy (an isenthalpic
process).

Results and analysis

The results of the JTE and inverse JTE for pure liquid
water are presented in this section and are shown as the
difference in temperature AT (Tfna- Tinitia) versus
pressure for a decompression process. The final
temperature calculations are performed using the
IAPWS 95 formulation for the Properties of Water and
Steam [4]

For the calculation of the Joule Thomson Coefficient
(JTC) the initial pressure and temperature of the process
are set. The JTC at initial temperatures of the process
between 100 — 350 °C against pressure is presented in
Fig. 1. There are two types of lines shown, solid lines
represent the JTC at non-isenthalpic conditions and the
dashed lines represent the JTC at isenthalpic conditions.
0.05
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—200°C ’
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Figure 1 Joule Thomson coefficient for liquid water at
initial pressure of 1500 bars [4].

Figure 1 shows that for temperatures below 250 °C
the JTC for water remains negative. It means that an
increase in temperature is expected upon decompression
The change in temperature AT for a de-compression
process initially starting at 1500 bars is shown in Fig. 2.
The difference between the non-isenthalpic and the
isenthalpic process is expressed in the fact that the lines
for the non-isenthalpic process are shifted down
compared to those at isenthalpic conditions; this is due
to a change in enthalpy as a result of the contribution of
the potential and kinetic energy to the process. As stated
by Ramberg [5] the change in potential energy
“compensates for major part of the decompression” and
as a consequence the final temperatures are lower than

those obtained at isenthalpic conditions. The
decompression at initial temperatures between 100 and
300 °C AT is always positive at isenthalpic conditions,
meaning that the final temperature is higher than the
initial temperature, but at non-isenthalpic conditions the
scenario is different. For instance, the case of initial
temperature of 200 °C shows that the final temperature
at non-isenthalpic conditions is lower than the final
temperature obtained at isenthalpic conditions.
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zz=--" o
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e 0 =
15 1250 'ﬁ
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Pressure [bar]
Figure 2: Decompression of liquid water at 1500 bar
AT vs P at 5 km reservoir depth

Conclusion

The adiabatic decompression of pure liquid water does
not occur at constant temperature. Changes of the final
temperature compared to the initial temperature are
observed. An increase in the final temperature of up to
15°C is observed. The inclusion of the terms for kinetic
and potential energy into the energy balance, lower the
effect over the final temperature. The behavior of pure
liquid water in a decompression process is unexpected.
This unusual behavior of liquid water is a consequence
of an inversion of the Joule Thomson Effect. The
accurate prediction of the final temperature of liquid
water can benefit the operating conditions in the
production of e.g. geothermal energy or understanding
the behavior of other fluids confined in reservoirs at
high pressure and high temperature such oil.
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Sustainable Process Design with Process Intensification

Abstract

According to the regulatory groups, the effect of carbon dioxide on global warming is an issue that needs to be
addressed. In order to achieve the reduction of carbon dioxide emissions, sustainable industrial practices and
processes need to be implemented. In order to achieve this, a framework is being developed with provides a
systematic method of developing more sustainable processes. Through the use of tools and methods, a step-by-step
procedure can be followed to yield sustainable process design alternatives. This methodology will then be validated

with the use of case studies.

Introduction

According to the Intergovernmental Panel on Climate
Change, global warming is becoming an ever-increasing
problem that needs to be addressed by social, industrial,
academic, and government groups [1]. As a result of
this issue, various industrial contributors to global
warming are being addressed [2]. One of the main
sources of global warming is the emission of
greenhouse gases, including carbon dioxide. In order to
accomplish the reduction of global warming, sustainable
practices must be incorporated into industrial processes
[1]. Chemical, petroleum and other manufacturing
processes emit significant amounts of greenhouse gases
and other pollutants that contribute largely to global
warming [2]. Sustainability needs to be incorporated in
various elements of these processes to help reduce
emissions, pollution and waste. Currently, a variety of
possibilities are being investigated. The primary goal of
all methods is the reduction of harmful emissions and
the introduction of sustainable practices.

In order to achieve the necessary sustainability in
industrial processes, procedures need to be developed
that allow companies to target specifics of their
processes for improvement. For the reduction of carbon
dioxide emissions into the atmosphere, it is possible to
create a framework to accomplish this. The
implementation of this framework allows for the
systematic reduction of emissions and the improvement
of the sustainability for various processes. This can then
be verified using case studies.
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Specific Objectives

By targeting carbon dioxide emissions, it is possible to
improve the sustainability of a process. Finding methods
of reducing the emissions is the goal of the framework
that is being created. Carbon dioxide utilization is a
promising addition to carbon capture and storage [3].
By using the carbon dioxide as a feedstock and
converting it to valuable products, it is possible to
eliminate some emissions and form other compounds
that can be used. Using a systematic framework a
network of carbon dioxide conversion methods will be
optimized to yield the most sustainable options. The
following will be achieved in this PhD project:

1) Generation of a framework that is a step-by-step
procedure for the formulation of more sustainable
processes. This framework will guide the user
through steps and will be governed by rules to
ensure proper implementation.

Utilization of outside data, tools and models to
acquire the necessary information. Within the steps,
there are various inputs that are necessary. To obtain
all the information that needs to be input for each
step, outside sources are useful.

Creation of a superstructure-based method for the
determination of the optimal processes to target for
improved sustainability [4] [S].

Implementation ~ of  process  synthesis  and
intensification to further improve the sustainability
of targeted processes [6].

Validation of the method through the study of
specific cases.
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Results and Discussion

Due to an increasing global population, there is
increasing development. With this development comes
the increasing emission of greenhouse gases, primarily
carbon dioxide. While Carbon Capture and Storage is a
long-term method of reducing emissions, additional
solutions are needed. Carbon dioxide is also a valuable
chemical compound that can be used in conversion
processes to make other valuable products. With the
help of data and literature, the feed and products can be
defined.

Next is the implementation of process synthesis and
design. This uses a superstructure-based approach,
which makes it possible to develop a network linking
raw materials and products. For this, carbon dioxide is a
primary raw material involved in all the steps. In order
to optimize this, a variety of information needs to be
supplied to detail all elements of the superstructure.
This includes a detailed description of the materials,
information about the reactions, information about the
separation and other unit operations involved, and a
description of the linkage between processes. The result
is a network of feasible conversion processes. In order
to optimize this, more information is necessary to fully
describe all process steps and the paths mathematically.

Once the network is described, it is also possible to
design a base case for the individual processing paths.
This base case design can then be used to provide more
mathematical insight into the superstructure as well as
provide the foundation for the performance of analysis
and improvements. With the help of software, the
detailed base case design can be analyzed. Determining
the hotspots then allows for improvements through
intensification, integration and optimization. Comparing
the net carbon dioxide of the process (both the amounts
in material streams as well as in the energy and
electricity production) and ensuring that the economics
are not compromised results in a non-trade-off solution.
The end result is a more sustainable design for the
processing path within the superstructure.

Conclusions

Sustainability is a major issue that needs to be addressed
in industrial processes. Targeting carbon dioxide
emissions is one element of this. With the help of a
systematic framework, it is the goal to improve the
sustainability with respect to carbon dioxide emissions
for chemical processes. By using a superstructure-based
approach it is possible to determine the optimal path or
set of paths for the conversion processes. These can then
be further improved to create the most sustainable
design alternative.
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Computer-aided molecular design and property prediction models for
working fluids of thermodynamic cycles

Abstract

The aim of the PhD project is the development of novel working fluids for thermodynamic cycles such as organic
Rankine cycles. Through the use of Computer-aided molecular design (CAMD) novel candidates for both pure
components and mixtures will be generated and evaluated. In this scope the development of new property prediction

models is an important fundamental tool for the design.

Introduction

The efficient use of heat sources is crucial in terms of
resource efficiency and decreasing environmental
impact of industrial application. Power cycles such as
organic Rankine cycles (ORC) allow the conversion of
heat into electric energy. The basic technology relies on
thermodynamic cycles which consist of a compressor,
an expansion valve and two heat exchangers (evaporator
and condenser) (see Figure 1) [1].

Evaporator Turbine

Condenser

Figure 1: Scheme of an organic ranking cycle (ORC).

Currently this technology is known to be well
established for high-temperature heat sources. However,
in recent years there is a large availability of low-
temperature heat sources in different applications such
as waste heat from marine diesel engines, industries and
refrigeration plants as well as renewable energy sources
such as biomass combustion, geothermal and solar heat
sources. So far the low-temperature heat cannot be
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utilized efficiently for heat pump operation. This means,
a large amount of moderate temperature heat is simply
wasted [2].

In order to optimize industrial heat pump processes

for adding and removing heat from the cycle, the
influence of the working fluid, the cycle designs and the
operating conditions can be vital.
The objective of this project is to develop new working
fluids by the use of multi-criteria database search and
Computer Aided Molecular Design (CAMD) principles
[3] and is carried out in collaboration with DTU
Mechanical Engineering.

In order to be able to design novel working fluids it
is necessary to identify and develop property prediction
models for estimating pure component as well as
mixtures properties. Furthermore it is necessary to
integrate the optimization of the working fluid and the
cycle design, because the two key features influence
each other strongly.

Framework
The framework for the development of novel working
fluids [4] looks as follows (see Figure 2).

1. Identification of needs of working fluids: The
general requirements and desired behavior of a
working fluid have to be identified and
formulated in collaboration with DTU
Mechanical Engineering.

2. Translation of needs into target properties: The
target properties are specified from the needs.
Examples of target properties are
thermodynamic properties such as thermal
conductivity or heat capacity, kinetic properties



such as viscosity and density, but also safety
properties such as the lower flammability limit
and environmental properties such as the ozone

1. Needs of working fluids
for cycle design

depletion pOtential' 2. Translation into
2a)  Development of pure component and target properties
mixture property models: Most of the
specific properties have to be estimated Property models for Database for
and therefore novel property prediction pure components and experimentally
models have to be developed. SIARIIES SN
2b)  Database for experimentally measured 3. Generation
properties: The estimated and Ca’f’l‘i’lii‘(’;t(e; aSCV":P;“Di”‘J
experimental properties have to be a,go,‘ﬁhmy
stored for the use for specific
thermodynamic cycle application S ‘_‘;’:::'t"r::":;:“ﬂm
3. Generation candidates as working fluids: A ~ algorithm to ability
CAMD algorithm is developed in order to "’2;‘,‘.2'.!.,;';: ?:}St . éﬁiﬁfznmm
generate new molecular candidates as well as nEval oy jgff':"gt{ibmw i
mixtures as process fluids candidates. The process units
optimization is subject to feasibility criteria R A TS
and target application constraints. " (rigorous simulation)
4. Evaluation of candidates: The set of generated
working fluids for a specific application is Figure 2: Framework of the project.

evaluated using a variety of assessment criteria
such as heat transfer ability, safety and
environmental constraints such as ozone
depletion potential (ODP) and Global
Warming Potential (QWP), chemical stability
as well as efficiency and compatibility with
compressor lubricants and equipment
materials.

Current and future work

We are developing a framework for group contribution
property prediction models including algorithms,
methodology development and uncertainty analysis. We
are applying the model for the estimation of the upper
and lower flammability limit of chemicals, which is
important information to quantify the risk of working
fluids for fire and explosion.
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Investigation of oxygen-blown biomass gasification

Abstract

This projects aim is to investigate oxygen-blown biomass gasification and project larger scale plants using the
concept of the Viking gasifier at DTU. Tests with oxygen-blown gasification will be carried out at Rise campus on a
modified Viking gasifier, where efforts especially related to process optimization and gas analysis will be made.
Tests with the gasifier coupled to a SOFC will be carried out as well. Studies will be carried out to investigate
upscaling the Viking gasifier to 10-50 MWy, by analyzing different reactor designs, flow configurations, tar
reducing measures, while still obtaining very high gas quality.

Introduction

This project is a part of the Biomass Gasification
Polygeneration (BGP) project under ForskVE. The
projects aim is to design and optimize a flexible
biomass gasification system, that in batch-operation can
either: produce power through a solid oxide fuel cell
(SOFC) when demand is high or consume power
through at solid oxide electrolysis cell (SOEC) to
produce Bio-SNG (synthetic natural gas) when the
demand is low. While power production via biomass
gasification and a SOFC stack has been done recently,
conversion of biomass, oxygen and hydrogen into Bio-
SNG is a very limited research subject.

Bio-SNG

Biomass

Electricity (igh demana)

Polygeneration
System

Electricity gow dgemana)
—

Figure 1: Flexible biomass gasification polygeneration
concept. At high power demand, electricity is produced
by a SOFC. At low demand, electricity is consumed in a
SOEC to produce Bio-SNG.

This project is an applied research project that will
research oxygen-blown biomass gasification (thermal),
both experimentally and theoretically. The project will
modify, test and operate the 75 kWy Viking gasifier
located at Rise campus with an oxygen-steam mixture
(rather than its usual air-blown configuration) and
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investigate large-scale versions of the system at 10-50
MWi.

The Viking gasifier processes wood chips into high
quality gas at high temperatures that can be utilized in
combustion applications, engine operation, chemical
synthesis etc. — see flow diagram of the gasifier on
Error! Reference source not found.. The gasifier is
characterized by high efficiency and very good gas
quality. The product gas consists mostly of CO, H,, CO»
and N, and has a 5.6 MJ/Nm? lower heating value [1].
The gasifier uses partial combustion to convert the solid
biomass to product gas, by injecting air into the reactor
— producing a high-volume nitrogen containing gas (33
vol %).

It is desired to examine the potential for using the
product gas in chemical synthesis and therefore the
nitrogen content is unwanted, due to costly separation
processes.

The Viking gasifier is constructed with a pyrolysis
unit that features an externally heated conveyer screw
and a fixed bed reactor for oxidation and char
gasification. These reactors are however not easily
scaled and new designs are needed to project larger
plants of the gasifier.

Through extensive experimental work, this project
will modify, operate and optimize oxygen-blown
gasification on the Viking gasifier in order to investigate
the potential for producing a nitrogen free product gas
suited for chemical synthesis.

The reactors for pyrolysis and char gasification are not
suited for significant upscaling, due to limited heat
transfer capabilities and other aspects. The plant concept
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Figure 2: Flow diagram of the Viking gasifier

does however need to be upscaled if commercial
operation shall be reached. Because of this, various
versions of the concept will be investigated by
analyzing reactors, flow configuration and tar reducing
measures. Fluid bed, partial oxidation and fixed bed
technologies will be assessed as an extension of a
previous project [2].

Experimental work

The project will investigate practical aspects of an
oxygen-blown Viking plant (installation and operation).
Oxygen is a troublesome chemical, as it is very
corrosive and reactive and must be handled accordingly.
Oxygen-steam mixtures are injected into the system at
different ratios and performance is mapped. It is
unknown to what extend the oxygen-injection will
affect the tar and particle (e.g. soot) content of the
produced gas and therefore measurements and tests of
the product gas will be made. Tar and particle levels are
very important for downstream applications and
advanced chemical tests are needed to clarify the
mechanisms. Experimental efforts will be made to map
the gas composition under different operational
conditions.

The project will also operate a 0.8kW. SOFC stack
on the product gas and take the necessary precautions to
ensure sufficient gas quality into the sensitive cell. Very
high electric efficiencies are expected [3].

Theoretical work

The project includes theoretical projections of upscaled
versions of the oxygen-blown gasifier in medium and
large scales in order to assess the plants scaling and fuel
potential. Several reactor designs (e.g. screw conveyor,
fluidized beds, fixed bed) will be investigated and
analyzed in order to design a larger system and
investigate fuel flexibility. The Viking gasifier is
currently exclusively operated with wood chips, but it is

desired to increase the fuel flexibility and use e.g. straw.
Several design considerations are however needed to
utilize seasonal fuels, as they feature relatively high ash
contents.
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Sustainable design of Biorefinery Systems for Biorenewables

Abstract

The design assessment and design of sustainable chemical/biochemical processes is shown to be a complex multi-
criteria/objective decision-making process, not only regarding the multi-level evaluation, but also due to the
significant amount of uncertain input data [1]. As a guide through this process, sustainability indicators [2] have
been being proposed along the years as a performance measurement tool. Furthermore, replacing oil in all
applications (including plastics, chemicals and other value-added products) by biobased products could be the key to
achieve this goal [3]. Therefore, the objective of this project is to develop a framework that allows the user to
systematically generate competing solutions and optimal biorefinery options. The framework will be validated
through several case studies on the integrated biorefinery concept, such as the production of biodiesel and value-
added derivatives from vegetable oil or lignocellulosic biomass.

Introduction
One of the biorefineries biggest challenges is to develop
the ability to sustainably convert different

biorenewables into high value-added chemicals and
fuels as efficiently as the current petrochemical
industry. Moreover, it is important to note that there are
significant sources of uncertainty that biorefineries are
subject to. Among others, these uncertainties may
include market price fluctuations, technical performance
variations and environmental model predictions.
Several studies have developed methods to create new
designs or improve an already existing design by retrofit
techniques with the objective of decreasing for instance
the energy, water or raw material consumption. Among
them, Uerdingen et al. (2003), El-halwagi (1998),
Rapoport et al. (1994), Carvalho et al. (2008) and
Cheali et al. (2013).

However, there is still a need to systematically
collect and manage the overwhelming amount of data
required for analysis, and to efficiently identify the
sources of uncertainty and their propagation into the
decision-making procedure The objective of the present
project is to propose a systematic multi-level framework
under uncertainty analysis which uses superstructure
optimization to obtain a base-case design subject to
design constraints and a set of performance criteria. The
base-case  design  will be evaluated through
sustainability analysis in order to logically identify the
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process hot spots. The obtained information is then used
to set design targets for achieving a more sustainable
design through retrofitting techniques.

Discipline
The research is mainly conducted within the field of
process systems engineering and sustainable design.

Research Methodology & Tasks

The objective of this work is achieved by developing a
systematic step-by-step methodology. The workflow is
presented in Figure 1, and a brief description follows.
Part 1 & Part 2: to actively and efficiently manage the
data collection by a superstructure generation technique,
Part 3: to perform economic analysis under
deterministic and uncertainty analysis. Part 4: to
perform environmental impact analysis by applying life-
cycle assessment models under uncertainty and
sensitivity analysis. Part 5: multi-criteria decision
making.

Integrating parts 1 to 5, the user will be able to (i)
comprehensively collect all the alternatives, (ii) identify
the process’s critical points, (iii) propose alternatives to
overcome them and, (iv) to evaluate the system through
a full sustainability set of metrics, under uncertainty and
sensitivity analysis.

The framework will be validated by applying it to
biorefinery case studies, such as, the lignocellulosic and



vegetable oil conversion to biofuels and value-added
chemicals, identifying the respective optimal solutions

with respect to the selected set of constraints.

+
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Figure 1: Workflow for sustainable process design under uncertainty. Adapted from [9].

Conclusions

The integrated use of detailed sustainability analysis and
life cycle assessment models in selecting the best design
has not yet been proposed. Therefore, the framework
objective is to systematically generate and identify the
optimal flowsheet alternative(s) with respect to the
objective function subject to a set of performance
criteria given by sustainability metrics involving
economic and environmental indicators. The
framework, it will be applied to several case studies,
such as the production of biofuels and high value added
chemicals from vegetable oil and lignocellulosic
feedstocks.
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A Dynamic Mathematical Model for
Packed Columns in Carbon Capture Plants

Abstract

In this paper we present dynamic mathematical models for the absorption and desorption column in a carbon capture
plant. Carbon capture plants must be operated in synchronization with the operation of thermal power plants.
Dynamic and flexible operation of the carbon capture plant is important as thermal plants must be operated very
flexibly to accommodate large share of intermittent energy sources such as wind and solar in the energy system. To
facilitate such operation, dynamic models for simulation, optimization and control system design are important. The
dynamic model presented in this paper is suitable for gas-liquid packed columns, e.g. for CO, absorption and
desorption modelling. The model is based on rigorous thermodynamic and conservation principles and it is set up to
preserve these properties upon numerical integration in time. Furthermore, a reduced order model for CO; post-

combustion capture modelling is presented.

Introduction

Carbon Capture and Storage (CCS) has emerged as one
of the main alternatives for sustainable energy
infrastructure development and it is moving towards
industrial deployment. Post-combustion capture (PCC)
is a mature technology that is suitable for various
processes in power plants, the steel industry, cement
production, petroleum refining, and the bio-chemical
industry, etc. There are several industrial scale
demonstration post-combustion units. Later this year,
the Canadian Boundary Dam coal-fired power plant is
to be the first implementation of CCS on a commercial
scale. This unit will capture and pipe around 1 million
tons of CO; annually.

The growing focus to reduce CO; emissions imposes
the need to implement CO capture technologies in
fossil fuel-fired power plants. However, issues related to
the large costs and high energy use of the CCS
technology is still issues that need to be resolved. One
possible solution is the part load operation of capture
units during periods of high peak electricity prices
which leads to the increase of the energy output of
thermal power plants. In addition, the increasing use of
renewable energy sources, e.g. wind and solar energy
also impose the need for flexible operation of power
plants. Power plants already operate with large and
frequent load changes on a daily basis to balance the
power production and the electricity demand [1].
Therefore, plant-wide dynamics of the thermal power
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plant with an integrated PCC plant must be understood
and controllable to maintain flexibility of the thermal
power plant operation. Consequently, dynamic models
for simulation and control of the units as well as the
entire CCS plant during fluctuating electricity
production are needed.

The purpose of the present work is to derive a
dynamic model for packed columns transient
simulation. The model uses rigorous heat and mass
transfer models and it is based on rigorous
thermodynamics. Simplifications to obtain reduced
order models CO; absorption and desorption modelling
are discussed. These discussions facilitate fast model
prototyping and accelerated progress of advanced
control and optimization structures. The differential
equation scheme is kept compact and robust but also
modular in order to maintain the flexibility of the
system and to make it easy to implement. The
developed model is validated against the DTU-
CAPCO2 steady-state model and experimental data
respectively. Furthermore, a sensitivity analyses is
performed to show the response of CO, absorption
respectively desorption column at various design and
operational conditions. This work represents a first step
towards dynamic modelling and control of CCS
processes using our in-house dynamic capture unit in
conjunction to industrial simulators, such as Aspen
Dynamics, Hysys, GPROM:s, etc.



Dynamic CO: capture model
In this section, we provide an overview of a mechanistic
first principle based model for CO, absorption and
desorption using monoethanolamine. The mathematical
model of the absorber and stripper are similar with the
exception that the stripper requires a reboiler unit. Mass
and energy balances for the gas and liquid phase
represent the base of the model. These equations depend
on heat and mass transfer fluxes between the liquid
phase and the gas phase and on the rate of reaction
between CO; and MEA. To keep the model flexible and
generic, we consider that the mass transfer between the
phases is bi-directional.
In addition, we assume:

e The flow fields of the column are turbulent.
No accumulation in the gas and liquid films.
MEA is non-volatile.
Reaction takes place only in the liquid film.
Heat loss to the surroundings is negligible.

Mass and energy conservation equations

The plug-flow model is a common model to describe
packed columns, e.g. the CO, absorber and desorber.
According to the plug-flow model, we divide the
column in infinitely small elements, the so called
control volume. The conservation of mass and energy is
applied to these control volume.

Therefore, the resulting differential mass balances in the
gas phase and the liquid phase are as follow:

. 1 6N,. a
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yi is the mole fraction of component 7 in the gas phase;
X is the apparent mole fraction of component 7 in the
liquid phase. Nj¢ and Nj; denotes the gas and liquid flux
of component i; Jig is the mass transfer flux of
component i through the gas-liquid interface [2].
Component i can be CO», H,O and MEA.

To facilitate the application of the energy
conservation principles, we assume that the mass and
heat transfer area are equal. In addition, it is assumed
that the volatile components condense at the gas-liquid
interface releasing the heat to the liquid. Based on these
assumptions, the conservation of energy for the gas
phase and the liquid phase are:
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where U, and Uy are the internal energy of the gas and
liquid phase; Qg and Q is the heat flux; qeonv refers to
the heat transported through the gas-liquid interface;
Qeond 18 the heat flux by conduction; and qeen gives the
generated heat by reaction or condensation/evaporation.

Results and discussion

The present study investigates the accuracy of the
developed dynamic model for CO, absorption and
desorption. The simulation case corresponds to a 200
t/hr CO> capacity post-combustion capture plant using
30 wt.% MEA solution. Fig. 1 shows the comparison of
the model with the CAPCO2 steady-state results.

Fig. la shows the CO, concentration profiles,
calculated with the dynamic model and CAPCO?2, at
three liquid to gas flow ratios (L/G) as function of the
column height. This figure underlines that the results
obtained by the dynamic model and the steady-state
model overlap. Fig. 1b presents the performance of the
implemented model for desorption simulation. This
figure illustrates the liquid temperature profiles as
function of the height of the desorber when the reboiler
temperature is set to 121°C and 118 °C. The comparison
underlines the good agreement between the two models.
The deviation between the dynamic model and
CAPCO?2 are up to 7°C

=18C
o capcO2

Absorber height (m)
Desorber height (m)
»

(b)

380
Temperature (°C)

0
15 340 360 400

CO, conc. (mol %)

Figure 1: Comparison of the dynamic model with the steady
state CAPCO2 model: (a) CO; profile vs. absorber’s height
(b) Temperature profile vs. desorber’s height.

Conclusions

This work presents a dynamic mathematical model for
the absorption and desorption column in a carbon
capture plant. The model is aimed for robust and
rigorous dynamic simulation but also for online
optimization and control strategies development. For
this, we intend to couple the dynamic model for CO»
absorption and desorption with models of other sub-
units (heat exchangers, sumps, pumps) to form a
complete model of a post-combustion capture plant.
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Enzyme enhanced carbon dioxide absorption

Abstract

Carbon dioxide capture using an amine based solvent is already a well-established process and a lot of studies on
kinetics and energy requirements as well as pilot plant tests are available in literature. The chemical solvent
monoethanolamine (MEA) gained the most focus over the last years, because of its fast reaction kinetics and high
mass transfer of CO, even at low partial pressure; in a 30 % (w/w) mixture with water it can be seen as the “base
case” solvent [1]. There are though few issues with MEA, besides environmental aspects, volatility, chemical
degradability and corrosion problems of the solvent there are also high energy requirements in the desorption
process due to the breakage of the covalent bond between solvent and the CO, molecule in the desorber that
established in the absorption step. Gary T. Rochelle stated in Science: “Reduced capital and energy costs will come
with amines other than MEA” [2]. We should therefore consider changing the solvents. Solvents that are not directly
reacting with the CO, molecules like MEA, but are forming bicarbonates instead, show slow reaction kinetics and
can make the absorption process uneconomically. To enable the use of slow but energy efficient solvents kinetic
promoters are employed to enhance the kinetics and mass transfer [3]. In a biomimetic approach the possibility of
using carbonic anhydrase enzymes as kinetic promoters to enhance the carbon dioxide absorption and generate an
energy efficient and economical process will be investigated in lab and pilot scale experiments.

decrease of CO; in the liquid bulk leads to an increased
diffusion of CO, from the gas interface and therefore
enhances the mass transfer.

Introduction

One of the largest obstacles today’s society faces is to
provide safe and reliable energy sources, while reducing
carbon dioxide emissions. Post combustion carbon
capture technology is capable of resolving these two +
issues in the near future. Until the regenerative |
technologies are mature enough to provide energy for !
the whole population, carbon dioxide emitted by fossil
fuel burning power plants can be captured and stored
beneath the surface.

In this process technology a liquid solvent is cycled
continuously between the absorber and desorber as it
can be seen in Figure 1. In the absorber CO; is captured
from the exhaust gas at a moderate temperature and it is
released in the desorber under the input of thermal
energy. The driving force for this process is the
difference between the partial pressure of CO> in the gas
phase and its corresponding thermodynamic CO»
solubility in the solvent. As the process is performed at
almost ambient pressure the partial pressure of CO; in

CO2

-
|
|
|
|
|

Flue gas

Figure 1: Basis scheme of a solvent-based post-
combustion carbon dioxide capture process

The rate of chemical absorption is dependent on the

the exhaust gas of a power plant is rather low and places
high requirements on the absorption process. For this
purpose a chemical absorption process is chosen where
the solvent reacts with the physically bound CO,. The
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reaction rate between the solvent and CO, and the
diffusion of all the involved compounds. The fastest
reaction kinetics comes from a direct reaction of the
solvent with the CO, molecule forming a carbamate,



versus indirect base-mechanism forming bicarbonate
(HCO3"). The downside of the carbamate formation is
that the covalent bond has to be broken in the desorber
again, leading to an additional energy requirement
compared to the bicarbonate.

As the energy requirement of desorption is the most
crucial part of the process in terms of economic
viability, there is great interest in reducing the energy
requirement of desorption. But the change of the solvent
to a non carbamate forming species leads to lower mass
transfer and increases the equipment size for the
absorber. An interesting approach to overcome this
shortage is the use of kinetic promoter. One interesting
and very promising promoter is the enzyme carbonic
anhydrase that catalyzes the following reaction:

COz(aq) + OH «~HCO5
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It can be found in almost all living organisms and is
involved there in multiple biological processes [3], it is
also one of the fastest enzymes know; one enzyme can
catalyze up to 10° reactions per second [5].

Specific Objective

In this PhD study the application of carbonic anhydrase
(CA) as kinetic promoters will be investigated. To get a
better understanding of the reaction kinetics and
mechanism of CA enzymes the effect of enzyme
addition on absorption will be experimentally
determined for different solvents. These solvents
represent a solvent group defined by their molecular
structure and their different reaction mechanisms with
CO,, like primary amines (MEA), tertiary amines
(MDEA), sterically hindered amines (AMP) and buffer
salt solutions (K»COs3). The nomenclature of the amines
describes the number of substituents bond to the
nitrogen group, sterically hindered means that the a-C-
atom has substituents. From these groups, just the
primary amines form stable carbamates, whereas the
others work a a base creating bicarbonate (HCO3").

NHZ/\/OH HO/\N/\OH

MEA |

OH
NHZ\/
AMP

Figure 2: Different amine solvents

MDEA

Absorption experiments will be carried out in a wetted
wall column reactor that allows for measuring CO;
absorption kinetics in a steady state from the known
dimension of the reactor and the well-defined gas
streams. By comparing experimental results from the
same solvent with and without enzymes, the
intensification of the absorption through the CA
enzymes can be evaluated.

From these results a mathematical model for the
enzyme kinetics will be developed describing the effect
of enzyme addition on the absorption of carbon dioxide,
where the key parameters will be the enzyme
concentration and the solvent loading, i.e. the mole of
dissolved and chemical reacted CO, per mole of
solvent. This model will later be implemented in an in-
house model for absorption columns. In a pilot run in an
absorber column with the height of 10 m this model and
in specific the enzyme contribution will be validated on
pilot plant scale.

This model can then be applied in commercial
process simulation software to determine the capital
costs and energy requirements for this process.
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Optical Spectroscopy for Gas Analysis in Biomass Gasification

Abstract

The analysis of the gas composition is important in determining the quality of a product gas. In biomass gasification,
aromatic compounds play an important role in regard to the quality of the gas that is a key parameter for various
product gas applications. The use of optical spectroscopy for gas analysis is beneficial, because it can be applied
online and in-situ. In the laboratory, the absorption cross-section of the most important aromatic compounds, phenol
and naphthalene, were determined through measurements in the ultraviolet (UV) range and applied for the analysis
of the product gas of the low temperature circulating fluidized bed (LT-CFB) gasifier at DTU Risg Campus. In this
article, the results from in-situ and extraction measurements at the LT-CFB gasifier are compared and discussed.

Introduction

In recent years, the importance of renewable energy and
a suitable waste management have increased. Biomass
gasification and particularly the LT-CFB gasifier, is a
technology that addresses both fields. However, the
biomass gasification and product gas usage are still
afflicted with certain challenges.

The most important issue is the determination of the
gas quality. Notable trace gases that can reduce the
conversion efficiency or are responsible for fouling of
equipment and environmental damages, are H.S, CS,,
OCS, NH; [1,2] but also aromatic compounds like
benzene, phenol and naphthalene [2]. While the major
gas species H;, CO, CO; and H,O can already be
determined with sufficient accuracy by standard
techniques, trace gases are still a subject of
investigation.

Many different measurement techniques are
currently used to tackle this problem. However, in
industrial applications, direct / in-situ online measure-
ments are favorable, because they allow the immediate
results and deepen the insight of the process in research
application. Especially the optical methods, such as UV
and IR absorption spectroscopy, are possible techniques
that can directly measure in a product gas.

By now only major gas components have been
investigated by optical in-situ methods. Since in the LT-
CFB, phenol and naphthalene are some of the most
interesting aromatic gas species, the basic optical
properties and future possibilities of their investigation
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by optical been
investigated.

To do so, the absorption cross-sections of phenol
and naphthalene were measured at typical temperatures
found in the product gas of the LT-CFB. These
measurements have been performed in a special hot gas
flow cell (HGC) suitable for the investigation of the
optical characteristics of reactive and sticky gas species.
Afterwards, these absorption cross-sections were used
to determine the concentration of phenol and
naphthalene in extraction and in-situ measurements at
the LT-CFB.

absorption  spectroscopy  have

Experimental techniques

The absorption cross-sections of phenol and
naphthalene ~ were  determined by  absorption
measurements in the HGC up to 500 °C. The detailed
properties of this gas cell have been published in [3].
The HGC uses the so-called flow windows principle to
protect the exchangeable optical windows from possible
reactions with the reactive gas and to prevent deposition
of sticky gas species which might change the optical
properties of the windows.

The measurements in the laboratory and at the
gasifier were performed in the UV region between 195
nm and 360 nm. In all cases, a highly stable deuterium
lamp was used as a light source. As spectrometer, a 50
cm Czerny-Turner spectrometer was used, equipped
with a #3600 holographic grating and a CCD camera as
detector. The only difference between the laboratory



experiments, the extraction measurements and the in-
situ measurements was the absorption path length
through the gas. Through the determination of the
absorption cross-sections from the measurements in the
laboratory, these differences could be accounted for.

Results and Discussion

In Fig. 1, the UV absorption cross-sections of
naphthalene at room temperature, 150 °C, 300 °C and
500 °C are shown.

2,510

—297K
——423K
573K

]
2,0x10 773K

1,5x10"7 o

1,0x10"7 4 M
5,0x10™ Juis
00
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2“10 2%0 260 270 280 290 300
Wavelength (nm)
Figure 1: Absorption cross-section of naphthalene at
various temperatures in the UV range between 235 nm
and 300 nm (from [4]).

cross-section (cm’/molecule)

From these absorption cross-sections, the differential
absorption spectra (DOAS) were calculated. The
calculated DOAS spectra were used to fit the DOAS
spectra obtained in the extraction and in-situ
measurements at the LT-CFB. The results for the
extraction measurements are shown in Fig. 3. In general
a good agreement between the peaks can be seen, if the
concentration of phenol and naphthalene is 407 ppm and
33.2 ppm, respectively. However, a few peaks cannot be
explained by phenol or naphthalene. These peeks are
most likely those of other aromatic components.

00 T T-cfB Extraction 1) | 7
—— Phenol + Naphthalene
5 0254 407 ppm  332ppm  150C b
8 020 .
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260 265 270 275 280 285

Wavelength (nm)

Figure 2:  Comparison  between  extraction
measurements (black) and calculations from the DOAS
absorption cross-section (red) at 150 °C.

In figure 4 the same can be observed for the in-situ
measurements. Especially between 268 nm and 275 nm
a mismatch can be observed. In addition, the values are

significantly higher. The concentration of phenol is
7700 ppm and the one of naphthalene is 1000 ppm.
' ' T ——LT-CFB3mm '

0,034

—— Phenol + Naphthalene
7700 ppm

1000 ppm

Differential Optical Absorption Spectrum

2('55 2;0 2;5 ZQO 2&5
Wavelength (nm)

Figure 3: Comparison between in-situ measurements

(black) and calcualtions from DOAS absorption cross-

sections at 500 °C.

One possible explanation for this significant
difference in the obtained values may lay in the setup
used for the in-situ measurements. It cannot be excluded
that during the measurements the hot product gas has
partly entered the cooler gas flow that protected the
optical windows and therefore caused a longer path
length than expected. Based on information available at
the moment those possible effects (if any) are difficult
to quantify.

Conclusion and future works

Accurate absorption cross-sections of phenol and
naphthalene were measured for the first time at high
temperatures. This enabled the determination of the
concentrations of both compounds in extraction and in-
situ measurements of the real product gas of the LT-
CFB. Here, significant differences between the in-situ
and the extraction measurements have been found. The
difference may occur as a result of a longer path length
because of product gas penetration. A redesigned setup
can circumvent this problem and make measurements
with very short absorption path lengths possible.

The knowledge obtained in this project is the basis
for the future development of UV sensors for the
quantification of phenol and naphthalene, but also H»S,
CS; and OCS.
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Evaluating Enzymatically Assisted CO: Removal from Flue-Gas with
Carbonic Anhydrase

Abstract

To reach the necessary carbon emissions reductions and to minimize effects on the climate, it is well established that
carbon capture and storage (CCS) must be part of the solution together with renewable energies. Here we focus on
an emerging technology in CCS, as a compliment to existing technologies, namely enzyme assisted CO, removal
from flue-gas, by the enzyme Carbonic Anhydrase (CA). A technology which has shown potential but has yet to
reach commercial implementation. In order to reach such a scale, economic viability must be demonstrated, in part
evaluated by the first parts of this PhD study. Here CA stability under process relevant conditions for extended times
were investigated with respect to pH, temperature and solvents. This study shows that the enzyme used in this study
can be used for extended periods in process relevant conditions, and thus shows promise for industrial
implementation as a catalyst in carbon capture. This work will lead to further studies in reaction kinetics and

benchmarking studies towards commercialization.
Introduction

The leading technology for CO, removal from flue-gas
is amine scrubbing, where amine solvents with a high
capture capacity are used to remove CO; from a mixed
gas at relatively low temperatures in an absorption unit.
The highly loaded solvent is then transferred to a
desorption unit, where the CO, is removed by heating
producing a pure CO, gas for storage or utilization.

Biocatalysis is the use of biological materials to
produce chemical products, and has been around for
millennia in the form of brewing [1]. Today it offers a
wide range of new catalytic options for industrial
applications [2]. Enzymes are now extensively applied
in many processes for single step conversions [3].
Furthermore, new opportunities are arising in enzymatic
removal of toxic or harmful substances, where the
exquisite selectivity and activity of enzymes at low
concentrations are utilized. CO, removal from flue-gas
is such an application.

Specific Objective
We are using the enzyme Carbonic Anhydrase (CA)
(EC 4.2.1.1) which hydrates CO; to bicarbonate, to

enhance capture rates and reduce the energy and penalty
associated with carbon capture. CA is found from
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various sources in nature and as several isozymes. The
enzyme used in this study is provided by Novozymes.
The implementation of this technology is part of a wider
EC funded project (INTERACT) [4] where we will
focus on evaluation and implementation of this
technology in relation to other technologies (ionic
liquids) developed by the project partners for removal of
CO; from flue-gas.

Here we have evaluated the 3 parameters pH,
temperature and solvents, which will vary over the
course of the process (Figure 1)

Flue Gas 1% CO, 100% €O,

High temperature

Low temperature

High pH

BEOO@

Low pH

pH Gradient
bsorption
pH Gradient

Flue Gas 10% CO,
Figure 1: Schematic of variation in pH and
temperatures of the solvent liquid in a post-combustion
solvent based capture process.



Temperature and pH stability were tested for up to 100
hours incubation and CA was found to be temperature
stable up to 60 °C (Table 1) and in the pH range from 7
to 11, with some residual activity between pH 5 and 12
(Figure 2). Furthermore, enzyme stability was tested for
7 different capture solvents for 150 days, at | M or 3 M
solvent concentrations, 40 °C and pH between 8-9 and
10. Residual activity was found with all samples
ranging from 12 to 91 % of the initial activity (Table 2).

Table 1: Residual activity after incubation at
temperatures from 50 to 80 °C for up to 100 hours with
0.1M Tris-HCl buffer, pH 7.6. All results are given in %
residual activity

Time (hours)

T (°C) 1.5 25 48 72 100
50 105 121 132 196 280
60 84 87 64 66 74
70 47 41 49 36
80 7 9 2 0
Table 2: Remaining activity after 5 and 150 days
Solvent pH Re/:lcdtual Residual Act.
(concentration) 5d (%) 150d (%)
83 95 73
Monoethanolamine (3M)
10 76 33
99 42
2-Amino-2-methyl-1-propanol (3M)
10 104 12
92 62
N-Methyldiethanolamine (3M)
10 91 54
106 91
2-Aminoisobutyricacid (3M)
10 95 35
8 116 83
K>CO; (1M)
10 85 29
3-(Methylamino)propylamine (IM)/ 8.6 86 85
N-Methyldiethanolamine (2M) 10 99 69
99 71
Ammonium Chloride (3M)
10 100 22

The results give an indication that the enzyme is stable
under operating conditions. The results correlate well
with results found with engineered CA’s [5], which
have been found to be stable at high temperatures. In
particular Ye and colleagues have tested a Novozymes
CA stability over 6 months with potassium carbonate,
and found approximately 20% activity loss after 6
months at 40 °C, and an increased loss in activity at
elevated temperatures (50 °C and 60 °C) [6].
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Figure 2: Residual activity after 100 hours of

incubation at pH 4 to 12

These results form the basis for which we are carrying
out further studies in the impact of these parameters on
CO; capture kinetics. In the aim of this project we aim
to have a better understanding on the optimal processes
for implementation of enzymes in CO, capture
applications.

Conclusions

We offer here a promising solution to an increasingly
pressing problem, reduction of CO, emissions to the
atmosphere from power plants, which are among the
major contributors to atmospheric CO, and global
warming. We believe that enzyme assisted technologies
have the potential to greatly improve CO; removal from
flue-gas, by lowering the energy penalty for solvent
regeneration. Thus, it reduces both the carbon footprint
and the operating cost.
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Investigation of Aspergillus niger aggregation behavior and its relationship to
industrial fermentation

Abstract

The existence of a company like Novozymes A/S demonstrates the added value that can be obtained by production
of enzymes with Aspergillus niger. Deeper knowledge about the fungus’ behavior is of interest though. The aim of
this project is therefore to follow the development of the biomass from spores to mature biomass. With
manipulations of the fungus (fermentation) environment in terms of particle (inoculum) concentration, ion strength,
pH value, mechanical power input by agitation as well as aeration and back pressure, the biomass configuration will
be designed towards free mycelial or pelleted growth, with the aim of finding an answer to the question of how
important the morphology is for productivity in an industrial strain.

Introduction

This PhD project is done in cooperation between the
DTU and Novozymes A/S. The work is a continuation
of academic work that has been started at the Institute of
Biochemical Engineering at the Technische Universitit
Braunschweig. This project will build on the findings of
this previous work, with the final goal of answering the
question of morphology - which is important from both
an industrial and an academic point of view.

The academic strain Aspergillus niger AB1.13 [1]
was researched during this first part of the project.
Along with the common fermentation analysis, like
biomass and metabolites, online laser diffraction
analysis was employed to follow biomass development
under specific fermentation conditions. On the basis of
the different factors that were varied in the
fermentations, one important result is that the biomass
reaction can be predicted in order to design the amount
and the state of the biomass and the respective expected
particle size for future fermentations with Aspergillus
niger AB1.13 during pelleted growth.

The latter is important in order to keep the broth’s
rheology in control and to keep the OTR into the liquid
phase at the desired/highest possible level. With
morphology control in seed tanks, the subsequent main
fermenter can truly be optimized in terms of
productivity.

Experiments have been conducted at Novozymes
pilot plant and in Fermentation optimization close to the
production site in Kalundborg to investigate the
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influence of power input by particle (inoculum)
concentration, ion strength, pH value, mechanical power
input by agitation as well as aeration and back pressure
on the morphological development and productivity of
an industrial Aspergillus niger strain. With the particle
size distributions as linking factor, a model should now
be established for precise predictions of biomass
behavior/productivity. This will be verified with
additional fermentations in a final screening design in
order to connect a chosen morphology with the
productivity of an industrial strain.

Methods

The results from the previous work were mainly
achieved by introducing step changes to the
fermentation system. The biggest contribution to
manipulating the morphology at the onset of the
fermentation is supposed to be the pH of the broth:
Cultivations started with non-aggregating behavior at a
pH of 3 were later shifted to aggregating conditions at a
pH of 5.5.

Besides the normal sampling for HPLC and biomass
determination, a Malvern MasterSizer 2000 was
installed in a bypass to a 2 L fermenter. Measurements
were taken every five minutes over a time frame of
20 h. The resulting particle size distributions were split
into the volume shares of spores and biomass aggregates
(later pellets), respectively, to differentiate between
particle size growth due to aggregation and biomass
growth (see fig. 1).



Results and Discussion
aggregates

Volume share %]

Figure 1: Display of the volume share (Y-axis) over the
particle size class (X-axis) during the course of the
fermentation (Z-axis): At time = 0, i.e. at the start of the
fermentation, only spores can be detected with laser
diffraction while at time = 8 h and with a pH of 5.5 in
the broth, spore packages can be seen. Aggregates
consisting of hyphae and spores are detected after
growth began.

The split of volume shares of different particle
classes allows tracking the spore development.
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Figure 2: Particle size of mode of spores over time at
different inoculation pH: At pH 5.5, the spores are
smaller compared to the ones at pH 3 and after 12-13 h,
they are completely aggregated towards growing
biomass (hence no longer detectable).

Measurements show that 4. niger spores desorb
melanin at a pH around 5-6. Additionally, zeta-potential
measurements show a minimum at pH 5.5 indicating the
best potential for aggregation.

As a consequence, it should be possible to alter the
aggregation by changing the pH from 3 to 5.5. Fig. 3
displays the results of different long duration pH shift
experiments which each started at 8 h. Fermentations
started at pH 5.5 were the first to show aggregates and
the first where the aggregate mode dominates the
measured particle sizes. With longer pH shift durations,
the detectability of aggregates and the point in time
where they dominate the particle size distribution is
postponed, and the particle size of the resulting pellets is
smaller.

Equhalent diarmeter [um)

. sotagpenan

Figure 3: Display of particle sizes of the modes over
time; during the first hours, spores form the majority of
measured particles. The “jump” in particle size indicates
the point in time when biomass aggregates form the
majority of the measured particles. The single dots mark
their first appearance.

Conclusions

Spore aggregation can take place at the onset of the
cultivation and it is dependent on particle concentration,
the power input, the ion strength and the pH of the broth
[2]. With the academic strain, the pH was deemed to be
the most powerful handle for controlling the
morphology by postponing aggregation. The recent
work with the industrial strain indicates though that
these findings might be very strain dependent and
generalization of the results is not as straightforward as
expected.
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Microbial Enhanced Oil Recovery for North Sea Oil Reservoir

Abstract

Some microorganisms living in petroleum reservoirs produce substances like gases, surfactants, polymers and/or
acids, facilitating enhanced oil recovery (EOR). Therefore, selective stimulation of certain microbial species may be
an inexpensive method for additional oil recovery. In addition, microbes can selectively plug reservoir formation,
thus divert the flow of the injected water into regions of the reservoir with low permeability-high oil saturations. The
present study focused on core flooding experiments to see microbial plugging and its effect on oil recovery. A
pressure-tapped core holder with pressure ports at 1.2 cm, 3.8 cm, and 6.3 cm from the inlet was used for this
purpose. A spore-forming bacterium, Bacillus licheniformis 421, was used as it was shown to be a good candidate in
the previous study. Bacterial spores can penetrate deeper into the chalk rock, squeezing through the pore throats.

Our results show that B. licheniformis 421 injected after waterflooding, when injection of water cannot produce any
more oil, can recover 1.4% of the residual oil (tertiary type technique). In addition, when B. licheniformis 421 was
injected right after water breakthrough (secondary type technique), it can recover 3.3% more of the original oil in
place (OOIP) as compared with the tertiary technique. The effective permeability decreased in the first two sections
of the core (0-1.2 cm and 1.2-3.8 cm) during bacteria injection. Further water flooding after three days shut in period
showed that permeability gradually increased in the first two sections of the core and started to decrease in the third

section of the core (3.8-6.3 cm). Complete plugging was never observed in our experiments.

Introduction

It is credited to Beckman in 1926, who found that
microorganisms could be used to release oil from
porous media [1]. Numerous mechanisms have been
proposed in  the literature  through  which
microorganisms can be used for enhanced oil recovery
[1]. However, the mechanisms are poorly understood
and the effectiveness of each mechanism for different
reservoir parameters is also unknown [2, 3]. Recent
publications on the bacteria-fluid-porous media
interaction classified the mechanisms into two broad
categories: 1) alteration of oil/water/rock interfacial
properties and/or wettability [2-5], 2) changes in flow
behaviour due to bioclogging or selective plugging [2-4,
6]. This study was conducted to see the effect of spore-
forming bacteria injection to oil recovery. The plugging
effect caused by bacteria was investigated by
monitoring the pressure during bacteria injection.
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Specific Objectives

The main goal of the project is to investigate the effect
of bacteria injection on oil recovery. This study was
conducted in a core flooding experiment to mimic the
reservoir  conditions.  Three  conditions  were
investigated: 1) injection of water flooding as tertiary oil
recovery technique (control experiment), 2) injection of
bacteria as tertiary oil recovery technique, 3) injection
of bacteria as secondary oil recovery technique.

Experimental Work

An illustration of core flooding experiment is depicted
in Fig. 1. Injection pressure, pressure along the flooded
core plug and differential pressure were monitored
throughout the experiment. The recorded pressure was
used to calculate effective permeability using Darcy’s
Law. The effective permeability in different sections of
the core plug can be calculated by indications of the
pressure sensors as illustrated in Fig. 2. The camera at
the outlet of the core holder was set to take pictures
every 30 second to capture the oil production during the
experiment.
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Figure 1: Core flooding experiment
stainless steel cylinder for 48 hours. The SS saturated
core was then inserted in pressure tapped core holder.
3.8cm The core holder was heated to 50°C overnight.

Figure 2: Illustration of effective permeability in
different sections of the core plug

Core cleaning and basic properties measurement
Prior to flooding experiments, all the cores were
scanned using a fourth generation Siemens SOMATOM
scanner. The X-ray computer tomography (CT)
scanning was conducted in lateral and longitudinal
directions to ensure no fractures in the cores used for the
experiments. Each individual core was then cleaned by
flooding with toluene and methanol to remove any
organic material inside the core. After cleaning, the core
was dried in the oven at 100°C overnight. The core
porosity and permeability was measured by PoroPerm 2.
This protocol was repeated after each experiment
because the same core was used for different proposes
(control, tertiary, and secondary test).

Core saturation and initial flooding
The core was then saturated with synthetic seawater
(SS) under vacuum for 24 hours followed by further
saturation with SS at high pressure (100 bar) in a

The core was flooded with 3-5 pore volume (PV) of
sterile SS in order to fill all the dead volume in the core
holder. Then the crude oil was injected until irreducible
water saturation was observed (Syi), a condition where
no more water can be displaced by oil.

The following steps were different depending on the
purpose of the study (control, tertiary or secondary
recovery).

Water flooding control experiments
The core was flooded with SS until irreducible oil
saturation (S.;) was observed. The shut in, or incubation,
period was performed by closing both inlet and outlet
valves for 3 days. The core was flooded with SS again
for ca. 5 porous volumes (PV).

Tertiary oil recovery technique
The core was flooded with SS until irreducible oil
saturation (Soi) was observed, followed by injection of
1PV bacteria. The incubation period was performed by
closing both inlet and outlet valves for 3 days. The core
was then flooded with SS again until no more oil was
produced.

Secondary oil recovery technique
The core was flooded with SS for 1PV, followed by
injection of 1PV bacteria. The incubation period was
performed by closing both inlet and outlet valves for 3
days. The core was flooded with SS again until no more
oil was produced. The core was then flooded with 1PV
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nutrient, followed by 7 days incubation and another SS
flooding until no more oil was produced.

Effluent analysis
The effluent was collected every 6 ml using a fraction
collector (BioRad). The bacteria were counted using a
plate count method. The oil production was analyzed by
using known prepared samples as standard. However,
when oil concentration was below 1 ml, the oil
concentration was measured using UV-vis method [7].

Inoculum preparation and bacteria enumeration

The bacteria inoculum was grown in the synthetic
seawater nutrient media (SSN), the composition was
similar to SS media with addition of 16.9 g/l molasses, 2
g/l NaNOs3, 0.1 g/l KH,PO4, 1% vitamin and 1% trace
elements for 18 hours. The cells were then harvested by
centrifugation at 10.000xg for 10 minutes. The pellet
was re-suspended in 0.85% NaCl and added to the SSN
media used for injection. The optical density at 600 nm
(ODyqo) of the bacteria solution was adjusted to the final
concentration of ODgo=0.5. The resulting bacteria and
SSN medium suspension was homogenized by a vortex
for 3 minutes. Bacteria enumeration was conducted by
serial dilution plate method using enrichment medium.

Results and Discussion

No significant change in the core properties on both
porosity and permeability (Table 1). This means that the
bacteria did not significantly modify the core after each
experiment. It was also shown that the shut in period
(incubation period) in the control experiment, without
bacteria, did not give any additional oil production
(Fig.3). On the other hand, application of
B. licheniformis 421 as tertiary oil recovery technique
gives 1.4% additional oil production. This confirms that
bacteria do produce more oil. Application of
B. licheniformis 421 as a secondary technique gave even
better result, 3.3% more oil, as compared to the tertiary
technique (Fig.3). The video camera pictures confirmed
that when the cumulative oil production showed
flattening curve, no more oil was produced. In addition,
the webcam also captured the moment when additional
oil started being produced again after bacteria injection.

Table 1. Core plug properties

Core ID | kbefore | kafter | ¢ Before | ¢ after
(mD) | (mD) (%) (%)
26_water 32 2.8 30.8 30.7
26 _3rdm 32 3.1 31.1 30.7
26 _2nd m 3.1 32 30.7 30.8

The effective permeability was calculated by using
Darcy’s Law (1), assuming that the amount of oil is
negligible and the main liquid that flows is the SS.
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It can be seen that during bacteria injection (Fig. 4),
the permeability decreases in the first two sections of
the core plug (0 cm-1.2 cm and 1.2 cm-3.8 cm)
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Figure 3: Cumulative oil production during core
flooding experiments
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Figure 4: Permeability changes during bacteria
injection
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Figure 5: Permeability changes 2" synthetic seawater
(SS) injection after 3 days bacteria incubation

After 3 days incubation, permeability in the first
sections of the core (0 cm-1.2 cm and 1.2 cm-3.8 cm)
slightly increases and the permeability in the middle
part of the core (3.8 cm -6.3 cm) rapidly decreases
(Fig. 5). This indicates that the bacteria move further
from the first section of the core (near inlet) to the



middle part of the core. This result is in correlation with
the oil production results, as when the bacteria move
further in the core section, they selectively block some
high permeable channels of the core and alter the water
to the low permeability-high oil saturations.

Conclusions

Spore-forming bacteria, B. licheniformis 421, have a
potential to be applied as MEOR approach in chalk
reservoirs, as more oil can be recovered when the
bacteria are injected. Application of bacteria as
secondary technique gives more additional oil
production as compared to the tertiary technique. The
pressure tapped core holder can give an overview of
bacteria migration in the rock formation. During
injection, bacteria accumulated near injection side of the
core and further incubation period allowed bacteria to
move forward/deeper into the formation. When bacteria
migrate they can selectively block some high permeable
channels, alter the water flowing path, and thus improve
sweep efficiency. Selective plugging mechanism may
be a way forward for application of MEOR in chalk
reservoirs. This hypothesis should be tested in
experiments with the heterogeneous core plugs.
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A Simultaneous Approach for Synthesis and Design of Process and Water
Networks

Abstract

A simultaneous synthesis and design of process and water networks is regarded as a complex and difficult task
which involves many decision-making at the early stage of process design. Many alternatives in process and
wastewater treatment technologies are available to enable the industrial practitioners to select the optimum
technology network in by representing them in a superstructure. In this work, a new systematic framework for
synthesis and design process and water networks using superstructure-based optimization approach is developed. In
this work, a new superstructure combining both networks is developed by considering all possible options with
respect to the topology of the process and water networks, leading to Mixed Integer Non Linear Programming
(MINLP) problem. In addition, the simultaneous optimization approach mathematically combines the problem of
process and water networks into a single step. Since the connection between the process network and the wastewater
treatment network is not a straight forward connection, some converter intervals are introduced in order to convert
the amount of contaminants contain in wastewater stream into wastewater characterizations. A solution strategy to
solve the multi-network problem accounts explicitly the interactions between the networks by selecting suitable
technologies in order to transform raw materials into products and produce clean water to be reused in the process.
The interaction between two networks is visualized via selection appropriate raw materials, technologies and
alternatives for process and water treatment as well as products. The applicability of the systematic approach is
demonstrated using a conceptual case study to test the features of the solution approach under different scenarios
depending on the design-synthesis problem.

Introduction

Water is an important substance and is used extensively
in the process industries. Water can be supplied as raw
material, solvent, cleaning agent or utility (steam and
cooling  water).  Minimization of freshwater
consumption and wastewater generation are being
critical concerns in the process industry due to the
increase scarcity in freshwater supply, the rise of
freshwater and effluent treatment costs and more
stringent regulations. Over the last few decades, many
synthesis and design techniques have been developed to
minimize water consumption and wastewater generation
in process industries either using pinch analysis or
mathematical programming technique. In order to
reduce freshwater consumption in the process,
wastewater generated from the process or utility could
be reused after being treated in the wastewater treatment
plant to acceptable limits by considering various
treatment technologies and alternatives. In addition,
different process technologies and design alternatives
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are considered in the processing network to transform
raw materials/feedstocks into products/byproducts while
reducing freshwater consumption and wastewater
generation.

The synthesis and design problem can be solved
using two strategies i.e. sequential and simultaneous
approach. In sequential approach, subsystems (eg. water
network and heat exchanger network) are dealt and
solved sequentially or separately after an optimal
process flowsheet is identified [1]. As opposed to the
sequential approach, the simultaneous optimization
approach has advantage which all the interactions and
economic trade-offs would be take into account
explicitly [2-4]. However, this can lead to a very large
MINLP problem. It is important to note that the
simultaneous process and water network synthesis is a
complex task which involves a combination of strategic
decisions (selection of product portfolio, raw materials,
process technology and treatment technology) and
tactical decisions (considering synthesis, design and



optimization of production technology etc.). The aim of
this work is to develop a systematic framework using
the superstructure-based optimization approach for the
optimal synthesis and design of process network that
connected with water/wastewater treatment network.
The strategy accounts explicitly for the interactions
between both networks. The optimal raw material,
product portfolio, process technology and wastewater
treatment strategies as well as material flows can be
achieved simultaneously by implementing the
systematic approach through interaction between the
process and water networks (so called as a network
within a network). The main advantage of the integrated
approach is that it enables the simultaneous synthesis
and design of overall systems where water network
models will be included within the process models. .

Objective

In this PhD project, a generic model-based framework
will be developed for integrated analysis of process
synthesis and water/wastewater treatment network
synthesis problems. The integration of water
consumption early at process synthesis and design stage
is expected to reduce the consumption of freshwater by
and considering recycled water. A systematic approach
is used to manage the complexity and solving
simultaneously process synthesis and water synthesis
network problem with respect to economics, resources
consumption and sustainability. In order to achieve this
task optimally and efficiently, a new superstructure is
proposed and formulated for the simultaneous synthesis
of the process and water network.

Framework of Integrated Synthesis and Design of
Process and Water Networks

The systematic framework consists of four main steps as
shown in Figure 1. The systematic framework for
processing network developed by Quaglia et al. [5] was
extended and  superstructure-based  optimization
approach is used to synthesize and design of
simultaneous process and water treatment network. The
framework is supplemented by a software infrastructure
based on EXCEL for gathering required data. All data
and information requires for problem formulation are
managed and organized in a systematic way.

The methodology is based on the development and
synthesizing of a generic process and water network
superstructure involving all design possibilities; its
modelling; determining the optimal network from the
feasible set generated from the superstructure; and
finally, designing and optimizing the final selected
network.

The optimization problem is formulated as an
MI(N)LP and solved in GAMS environment to identify
optimal process and water networks under different
objective function scenarios (e.g. maximize gross
operating income, maximize product yield, minimize
waste etc.) and constraints (e.g. effluent discharge
limits, product specifications, logical constraints etc.).

Step 1: Problem definition

v

Step 2: Superstructure definition
and Data collection

2.1: Process network

2.2: Wastewater network

v

Step 3: Model development
3.1: Process network
3.2: Wastewater network

!

Step 4: Formulate and solve
MI(N)LP problem

Solution found?
Optimal
solution

Figure 1: A systematic framework for synthesis and
design process and wastewater networks.

No

Conclusion
A systematic approach is used to manage the
complexity and solving simultaneously process

synthesis and water synthesis network problem with
respect to economics, resources consumption and
sustainability. In order to achieve this task optimally
and efficiently, a new superstructure is proposed and
formulated for the simultaneous synthesis of the process
and water network.
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Deposition Build-Up in Grate and Suspension Boilers Firing Biomass

Abstract

In order to reduce the CO, emission from heat and power production, fossil fuels can be replaced by e.g. biomass.
However, compared with fossil fuels, biomass ash has an enhanced propensity for deposition and corrosion. The
objective of this project is to develop an engineering model that predicts the rate of deposit build-up and shedding
during full-scale suspension firing of wood and/or straw. The model will be validated against full-scale experimental

data, which have been reviewed as part of the project.

Introduction

To reduce CO, emissions and reduce the dependency of
fossil recources, the use of biomass for power
production is increased in Danish power plants.
Utilization of biomass for power production do often
increase the rate of formation of ash deposits, which are
difficult to remove especially in the boiler chamber and
on superheater coil surfaces compared to those formed
during coal firing [1]. To support the development of
biomass combustion equipment, deposit probe
measurements have been performed in the last 20 years
on many of the biomass fired power plant boilers in
Denmark [2-16].

The objective of this project is to develop an
engineering model that predicts the rate of deposit
build-up and shedding during suspension firing of
biodust. The model will initially be validated against
experimental data obtained in EFR experiments and
subsequently be tested against experimental data from
the full-scale probe measurements of deposit build-up
biodust suspension firing. The experimental data
obtained in full scale suspension firing has as part of the
project been reviewed and compared to the data
obtained during grate-firing. This was done in order to
determine similarities and differences in the deposition
behaviors of the two firing technologies and to gain an
idea of the influences of fuel type and boiler operation
conditions on the deposition and shedding rates and the
deposits chemistry. Conclusions of the review are
provided here. The review can be found elsewhere [17].
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Experiments Performed In Denmark

The experiments reviewed in this study have been
conducted at several Danish CHP plants, both grate [2-
8] and suspension fired [9-16]. In the investigated grate
fired units, straw is the primary fuel, while in the
biomass suspension-fired units, both wood and straw
pellets have been utilized as fuels. The data set from the
full scale measuring campaigns are obtained with
deposit probes for collection and quantificaltion of
deposits and with a video camera for visual observation.

Fly Ash and Deposit Chemistry

Firing technology and fuel type had a significant impact
on the fly ash chemistry. During grate-firing of straw
the fly ash was enriched in K, Cl, and S compared to the
fuel ash. During suspension-firing, the fly ash
composition largely resembled the fuel ash composition,
due to a higher degree of entrainment of ash in the
combustion zone. The fly ash from suspension firing of
straw was thus dominated by K and Si while wood-
firing in suspension boilers leads to fly ash dominated
by Ca and K.

The deposit chemical composition was influenced
by firing technology, fuel choice, and flue gas
temperature. At low local flue gas temperatures (<800
°C), the deposit compositions were similar to those of
fly ash. Increases in local flue gas temperatures
increased the content of Si and Ca in the deposits and
decreased the Cl content. The influence of flue gas
temperature is similar for grate and suspension-firing.



Rate of Deposit Build-Up

The rate of deposit build-up has been defined by two
measures: an IDF rate, possibly including shedding
events, and a DDF rate, which is the build-up rate
without interference from shedding events. For grate
boilers limited natural shedding is expected for flue gas
temperatures <900 °C. Above this temperature,
shedding by melting may influence IDF rates. Shedding
has significant influence on the IDF rates in suspension
boilers, and these should be regarded as uncertain
estimates of the deposit accumulation. DDF rates are
currently mainly available from probe measuring
campaigns in suspension boilers.

The IDF rates in the two combustion systems are at
similar levels; 0—100 g/m2-h. Differences in the ash
flux in the different boilers are included by calculating
ash deposit propensity. The ash deposit propensity is an
order of magnitude larger in grate-fired boilers than in
suspension boilers. This can be related to differences in
fly ash chemistry.

Ash deposit propensity increases with flue gas
temperatures. For all boilers and fuels examined, a steep
increase in ash deposition propensity was observed at
flue gas temperatures close to the temperatures where
melting of the fly ash was expected based on STA
analysis or ash fusion tests. The rate of deposit build-up
was furthermore found to increase with K content in the
fuel ash and fly ash for grate-fired boilers. For
suspension-fired boilers deposition rates were low for
wood firing whereas increases in deposition rates were
observed with increasing straw shares.

Shedding of Deposits

During grate-firing of straw at low or intermediate flue
gas temperatures (<900 °C), no natural shedding
(melting, debonding or erosion) was observed. At
higher flue gas temperatures (>900 °C), shedding of
deposit took place by surface melting and droplet
formation. For suspension firing of straw, natural
shedding was observed to occur frequently primarily by
debonding. Shedding by debonding was incomplete and
increased deposit mass accumulated on the probe.
Shedding by melting was not observed even at
temperatures above 1000 °C. During wood suspension-
firing, a thick layer of deposit never formed on the
probe. At low flue gas temperatures, 800 °C, a small
amount of deposit initially accumulated on the probe
and the mass on the probe then remained constant. At
high flue gas temperatures, 1300 °C, the deposition was
characterized by a rapid build-up followed by complete
shedding.

Soot blowing tests were conducted during grate-
firing of straw and suspension-firing of straw/wood. It
was found, in both cases that increased probe surface
temperature and residence times lead to deposits that are
more difficult to remove.

Shedding behavior was closely monitored during
straw/wood firing in suspension boilers. The shedding
rate [g/m2-h] and frequency [events/h] increased with
increasing DDF rates, whereas the deposit mass lost per

event [g/m2] seemed to be relatively stable. The
percentage of deposits removed per shedding event
decreased with residence time. Up to 80% of the deposit
on the probe was likely to be removed in a shedding
event within the first 24 h of exposure. Contrarily, at
exposure times >72 h, only up to 30% removal per
shedding event could be expected. Camera observations
revealed that the percentage of mass loss corresponded
to a percentage of the probe length left uncovered, as
the shedding occurred by debonding near the probe
surface.

The net accumulation rate, calculated as the
difference between the DDF rate and the shedding rate
was found to increase with increasing flue gas
temperature and straw share during straw/wood firing in
suspension boilers.
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Development of New Automotive Diesel Oxidation and NH3 Slip Catalysts

Abstract

Catalytic diesel exhaust aftertreatment systems are an essential part of emission control from heavy duty diesel
vehicles. These systems are under constant development in order to meet the stringent emission limits of the Euro
VI and future regulations. The focus of this project is the development of a low noble metal content/low cost diesel
oxidation catalyst (DOC) and a highly selective NH3 slip catalyst (ASC). A more selective ASC will enable the use
of higher NHj3 loads in the Selective Catalytic Reduction (SCR) unit and thereby ensure a higher NO removal. The
research and development of these units will include identification and screening of new catalyst formulations, as

well as kinetic studies and mathematical modeling.

Introduction

Heavy duty diesel (HDD) vehicles handle a substantial
part of the world’s transport and logistics. Harmful
pollutants are however formed, such as nitrogen oxides
(NOy), hydrocarbons (HC), particulate matter (PM), and
carbon monoxide (CO). The diesel exhaust
aftertreatment (DEA) system has been developed to
treat the pollutants in the exhaust gas [1].

Figure 1 illustrates the current standard DEA system
consisting of a series of four catalytic units. First, the
Diesel Oxidation Catalyst (DOC) oxidizes CO and HC
to CO; and H>O, as well as generates NO; from NO.
Second, the Diesel Particulate Filter (DPF) is a wall-
flow filter that traps PM in its monolith walls. The DPF
can be regenerated actively by increasing the exhaust
gas temperature by post-injection of fuel, or passively
by using a catalyst. NO, generated by the DOC also
assists regeneration. Third, NOy is treated through
Selective Catalytic Reduction (SCR) with NH; as the
reducing agent. NH3 is supplied to the system through
urea dosing, regulated by the onboard Model Predictive
Control (MPC) unit. Lastly, excess NHs is selectively
oxidized to N, by the Ammonia Slip Catalyst (ASC). As
a result, the treated exhaust gas exiting the DEA system
meets the emissions restrictions imposed by the Euro VI
regulations [1].

The DEA system is very complex, requiring
efficient exhaust treatment for a wide range of operating
conditions, corresponding to cold start, stop-and-start
driving (inner city), and high speed driving (highways).
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Figure 1: Example of a standard DEA system,

consisting of the DOC, DPF, SCR component, urea
dosing MPC unit, and the ASC.

DTU Chemical Engineering and Haldor Topsee A/S
are collaborating on the development of the next
generation DEA system to meet future regulations, with
funding from Innovation Fund Denmark. The
underlying PhD projects concern the development of
new DOC and ASC formulations (Thomas Klint
Hansen, pg. 87-88), the combination of the DPF and
SCR components (Kasper Linde, pg. 117-118), and the
development of the MPC unit for efficient regulation of
urea dosing (Andreas Aberg, pg. 215-216).

Specific Objectives

The overall objective of this PhD study is to develop
new DOC and ASC formulations for the next generation
of DEA systems. New catalyst formulations will be
identified and screened, and the kinetics investigated
using a catalyst testing unit. Mathematical modeling
will be used to help prepare optimal lab scale and full



scale monolith samples based on the most promising
formulations. The lab scale and full scale monoliths will
be tested in a pilot setup at DTU Chemical Engineering
and a full-scale engine testing unit at Haldor Topsee
A/S, respectively.

Development of the Diesel Oxidation Catalyst

The DOC is commonly a Pd-Pt based catalyst and is
therefore quite expensive [1]. The next generation DOC
will be developed with the goal of reducing the
component price, by reducing the dependency of the
catalyst on noble metals. Pt based DOC formulations
promoted with, amongst others, K and Fe will be
prepared, based on their potential to decrease the light-
off temperature of CO oxidation for conditions similar
to those in a DEA system [2,3]. A typical light-off curve
for CO oxidation over the benchmark DOC (1 wt.%-
Pt/Al,O3) is shown in Figure 2. To better understand the
DOC and light-off behavior, a kinetic model will be
developed.
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Figure 2: The light-off curve for CO oxidation over the
benchmark DOC. Operating conditions: 10 mg 1 wt.%
Pt/Al,03, 300 NmL/min, 250 ppm CO, 10 vol.% O, and
balance N».
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Development of the Ammonia Slip Catalyst

Selective Catalytic Oxidation (SCO) of NHj to Ny is the
purpose of the ASC. Figure 3 illustrates the dual layer
design used in the ASC. The upper layer is a SCR
catalyst (Cu-beta zeolite) and the lower layer is an
Ammonia Oxidation Catalyst (AMOX) (Pt/TiO»).

NH N

3 2

Stagnant Gas Film

SCR Layer NH, + NO, > N,

NH, Ox. Layer

Monolith Wall

Figure 3: The dual layer design of the ASC. The lower
layer oxidizes NH3 to N, and NOx. The NOy produced
in the lower layer reacts with NHj in the upper layer,
over the SCR catalyst, increasing overall N, selectivity.

To further increase the N> selectivity, a model
developed for the monolithic dual layer ASC will be
used to optimize the catalyst design parameters. The

optimized design will then be the basis for catalyst
preparation [4]. The kinetic models used in the dual
layer ASC model are being developed through kinetic
parameter studies. Figure 4 shows the light-off curve for
the SCR catalyst (Cu-beta zeolite), illustrating the
complexity of the reaction network involved [5].
Additionally, the significant N,O formation (a strong
greenhouse  gas) indicates the importance of
understanding formation mechanisms in order to
increase Nj selectivity.
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Figure 4: The light-off curve for NH3-SCR over the
Cu-beta zeolite. Operating conditions: 20 mg Cu-beta,
1000 NmL/min, 600 ppm NH3, 500 ppm NO, 5 vol.%
H,0, 10 vol.% O,, and balance N,.

Conclusions

Improved DEA systems are needed to meet future
emission regulations. Design of the next generation of
DOC and ASC formulations is being performed through
literature ~ studies, mathematical —modeling, and
experimental investigations, including kinetic studies
and activity screenings. The DOC will be improved
through the reduction of the noble metal content
resulting in a lower component price. The dual layer
ASC design will be optimized through mathematical
modelling. The next generation DOC and ASC will
contribute to the overall improvement of the DEA
system.
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Combustion Characterization of Bio-derived Fuels and Additives

Abstract
Characterizing the combustion of bio-derived fuels and different additives at high pressures and intermediate
temperatures was the major aim of this project. To this end, experiments have been conducted in a high pressure
laminar flow reactor and species conversion profiles of H,, CHs, DME, and ethanol were measured. A chemical
kinetic model has been developed and evaluated against the measured data. The model predictions agreed well with
the present data as well as with data from the literature.

Introduction

In recent years, fuels produced from bio-sources have
generated considerable research and practical interests.
Less emission of greenhouse gases and independency
from limited natural sources are major causes of this
emerging attention.

Natural gas (NG) will have the fastest growth among
all fuels in the following decades and replace partly coal
and liquid fuels in power generation for electricity and
industrial processes [1]. A larger availability and less
emission of pollutants form combustion are among the
major reasons to replace other fossil fuels by natural
gas. For an equivalent amount of heat, burning of
natural gas produces around 20 and 45 percent less
carbon dioxide than burning of gasoline and coal,
respectively. In addition to fossil reservoirs, natural gas
can be produced from the anaerobic decay of biomass,
e.g., agricultural waste and sewage sludge. More
restrictive regulation of the release of greenhouse gases
can increase the share of natural gas in the energy
market even more.

Natural gas consists mainly of methane and to a
lesser extent ethane and propane. Natural gas has been
used as a fuel for internal combustion engines to a
limited extent around the world. Some of the challenges
in using natural gas are the higher ignition temperature,
longer ignition delay time, and lower burning velocity
of natural gas compared to conventional petroleum—
based fuels. Depending on the application, these
variations can potentially have adverse consequences if
appropriate measures have not been taken. As a
solution, the combustion properties of methane can be
improved by additives, e.g. dimethyl ether (DME).
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Hydrogen has been considered as an energy carrier
to be used in conventional engines. It is also a major
component of syngas (H>+CO) produced from bio-
sources. Burning syngas has been an alternative way of
using biofuels in conventional energy plants.
Furthermore, hydrogen reactions are among the most
sensitive reactions controlling the ignition of different
hydrocarbon fuels, so understanding of H,/O,
combustion chemistry is a vital step in developing
models for hydrocarbon fuels oxidation.

Ethanol can be produced from biomass through the
fermentation process. In the fermentation process,
different sugars are converted biologically to ethanol.
Neat ethanol as well as its blends with gasoline have
widely been used in spark-ignited engines. Ethanol
addition to gasoline promotes the overall octane number
of the fuel while it potentially reduces the emission of
particulate matter and CO [2]. The relatively high
energy density of ethanol makes it interesting to be used
as a neat fuel too. However, widespread usage of
ethanol fuel may give rise in the emission of aldehydes
[2] which can cause serious health risks.

Dimethyl ether (DME) is an isomer of ethanol but
with different thermodynamic and ignition properties
[3]. In general, DME can be produced from different
feedstocks, e.g. oil, natural gas, coal, waste products,
and biomass. Bio-DME can potentially reduce the CO;
release to the environment. Higher cetane number and
lower boiling temperature of DME make it an attractive
alternative to conventional diesel fuels for use in
compression ignition engines. DME addition to natural
gas accelerates ignition and increases the flame speed.



Combustion characteristics of the mentioned fuels
and their mixtures will facilitate developing chemical
models of combustion engines and other industrial
applications. Even though all the discussed fuels have
been studied extensively in recent years (e.g. see [4-
11]), data for the high pressure and medium temperature
range are scare. Moreover, the effects of additives on
methane oxidation has not well been understood.

Specific Objectives

The main aim of this work is to measure combustion
characteristics of H,, CHs, DME and ethanol at high
pressures and intermediate temperatures. In a unique
high-pressure flow reactor setup at DTU Chemical
Engineering, it is possible to investigate the pyrolysis
and oxidation of different liquid/gaseous fuels at
pressures and temperatures up to 100 bar and 900 K,
respectively. A chemical kinetic model for the oxidation
of the investigated fuels at high pressures and
intermediate temperatures is developed and validated
against the present data as well as data from literature.
Finally, the model will be extrapolated to conditions
relevant for industrial applications.

Results and Discussion
Figures 1-3 show the results of hydrogen experiments at
four different stoichiometries. At the reducing
conditions (® = 12), oxidation started at 748-775 K
while it was shifted to 798-823 K for stoichiometric and
oxidizing conditions (® = 1.03 and 0.05). At very
oxidizing conditions (O2 atmosphere, ® = 0.0009), the
temperature for onset of reaction was reduced to 775—
798 K. The data were interpreted in terms of a detailed
chemical kinetic model. The reaction mechanism was
based on recent work of Burke et al. [7], updating the
rate constants for OH + OH, HO, + OH, and HO, + HO,
based on recent determinations. As can be seen from
figures 1-3, the modeling predictions were in good
agreement with the measurements in the flow reactor.
Further comparison and discussion can be found in [9].
Figures 4-5 represent the results of methane ignition
as well as the effect of doping with DME at 100 bar
pressure and under stoichiometric conditions. For neat
methane, the fuel conversion was detected at 750 K and
higher temperatures. Replacing 1.8% of methane by
DME moved the onset of fuel conversion to 725 K and
increasing the DME ratio to 3.2% triggered ignition at
700 K. The model for DME is based on work by Zhao
et al. [8]. The hydrogen subset was updated according to
[12] and several other reactions were modified
according to new determinations. As can be seen, the
predictions by the developed model agreed well with the
measured values for major components. However, the
consumption of DME was predicted at lower
temperatures compared to the measurements. More
work is required to better capture the interaction
between DME and methane.
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Figure 1: Results of reducing experiments on hydrogen
(0.95% Hy and 0.04% O, in Ny, ®=11.9) at 50 bar
pressure. The residence time is given by t [s] = 5661/T
[K]. Symbols mark experimental results and lines
denote predictions of the present model and the model
by Burke et al. [7].
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Figure 2: Results of stoichiometric experiments on
hydrogen (0.31% H, and 0.15% O in N, ® =1.03) at
50 bar pressure.
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Figure 3: Results of oxidizing experiments on hydrogen
(0.16% H, and 1.60% O in Ny, ® =0.05) and
experiments in oxygen atmosphere (0.17% H> and
93.92% O3 in N2, ®=0.0009) at 50 bar pressure.
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Figure 4: Results of stoichiometric experiments on neat
(0.15% CHs and 0.32% O, in N, ®=1.0) and doped
methane by DME (DME/CH4 = 1.8, 3.2%) at 100 bar
pressure. Open symbols/solid lines: the neat CHs
experiments, Crossed symbols/ dashed lines: the doped
experiment by DME (1.8%), Half-open symbols/ dotted
lines: the doped experiment by DME (3.2%).
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Figure 5: Results of stoichiometric experiments on neat
(0.15% CH4 and 0.32% O in N, ®=1.0) and doped
methane by DME (DME/CH,4 = 1.8, 3.2%) at 100 bar
pressure. Open symbols/solid lines: the neat CHy4
experiments, Crossed symbols/ dashed lines: the doped
experiment by DME (1.8%), Half-open symbols/ dotted
lines: the doped experiment by DME (3.2%).

Neat DME oxidation was also studied in the flow
reactor. It was found that DME conversion started at
temperatures as low as 500 K. Furthermore, it seemed
that the temperature for the onset of conversion is
independent of stoichiometry. Negative temperature
coefficient (NTC) behavior has been observed for all
investigated stoichiometries whereas it was more
profound at stoichiometric conditions. Generally, the
developed model agreed well with the measurements.

Results from ethanol experiments in the flow reactor
are shown in figures 9-11. Under reducing conditions,
fuel consumption started around 675 K while it was
postponed to 700 K for stoichiometric and oxidizing
conditions. The model predictions for the major
components were in good agreement with the
measurements, but it was less accurate for some
intermediate species (not shown here) such as C,Hg.
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Further work is needed to improve the accuracy of the
model for such species.
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Figure 6: Results of reducing experiments on DME
(0.07% DME and 0.01% O in N, ®=16.44) at 50 bar
pressure. Symbols mark experimental results and lines
denote predictions of the model.
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Figure 7: Results of stoichiometric experiments on
DME (0.03% DME and 0.08% O; in N, ®=1.03) at 50
bar pressure. Symbols mark experimental results and
lines denote predictions of the model.
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Figure 8: Results of oxidizing experiments on DME
(0.01% DME and 1.08% Os in Na, ®=0.04) at 50 bar
pressure. Symbols mark experimental results and lines
denote predictions of the model.



500 5500
—~ 400 | T
= 5000 £
s 2
= 3004 {4500 §
2 k5t
S 200 8
© E=
£ {4000 5
S 100 g
€ {3500 T
o o 2

. . . 3000
600 700 800 900
T (K)

Figure 9: Results of reducing experiments on ethanol
(0.53% EtOH and 0.04% O» in Ny, ®=43.4) at 50 bar
pressure. Symbols mark experimental results and lines
denote predictions of the present model.
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Figure 10: Results of stoichiometric experiments on
ethanol (0.35% EtOH and 1.01% O» in N», ®=1.03) at
50 bar pressure. Symbols mark experimental results and
lines denote predictions of the present model.
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Figure 11: Results of oxidizing experiments on ethanol
(0.31% EtOH and 9.83% O, in Ny, ®=0.10) at 50 bar
pressure. Symbols mark experimental results and lines
denote predictions of the present model.

Conclusion

The oxidation of hydrogen, methane, ethanol, and
dimethyl ether (DME) was investigated in a laminar
flow reactor at intermediate temperatures and high
pressures. Results provided information about the onset

temperature for reaction and the fuel consumption rate
upon initiation. A detailed chemical kinetic model has
been developed and validated against the measured data
as well as other available combustion characteristics. It
was found that while mixture stoichiometries were
changed dramatically, the onset temperatures for the
conversion of different investigated fuels were affected
only slightly. Furthermore, neat DME had a negative
temperature dependency at intermediate temperatures
and pressure of 50 bar. DME addition to methane was
shown to be an effective way to promote the ignition of
methane.

The developed model was able to predict the onset
of conversion as well as mixture composition after
ignition for a wide range of stoichiometries. However,
the model prediction for some intermediate species was
less than perfect and further work is needed to address
such problems.
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Dispersion of Carbon Nanotubes in Polydimethylsiloxane and the Influence
on the Mechanical and Electrical Properties

Abstract

Dielectric elastomers (DEs) are thin elastomeric films that change shape and size when an electric field is applied. DE
films can be used as actuators, sensors, and generators (i.e. transducers). To improve the performance of DE
transducers, multiple DE layers are adhered together. This study focuses on dispersing carbon nanotubes into
polydimethylsiloxane (PDMS) to produce a conductive elastomer to be used as adhesive between the DE layers.

Introduction

Over the last decades, the interest in smart material has
increased. Smart materials are materials that exhibit a
change in size and shape as respond to external stimuli,
such as optical, thermal and electrical [1].

Dielectric elastomers (DEs) are a class of smart
material that can be used as actuators, sensors and
generators. DEs are thin elastomeric film that are
sandwiched between compliant electrodes. When a
voltage is applied, the elastomeric film contracts in
thickness and expands in the planar direction as
illustrated in Figure 1.

Yonba

uhdsls
Figure 1: The working principle of DE transducers.

When the voltage is turned off, the DEs return to their
original shape. The DEs produced at Danfoss Polypower
A/S (DPP) are thin polydimethylsiloxane (PDMS) films
that have a corrugated surface on one side and a flat side
on the other. The corrugated side is coated with a thin
layer of metal to yield flexible electrodes.

Specific Objectives

To enhance the performance of the transducers, multiple
DE layers are added together. However, the multiple
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layers are relatively independent of each other, which can
cause air to be trapped between the layers and friction
between the layers can reduce the lifetime of the
transducer. To eliminate these issues the DE layers can
be adhered together. Due to the corrugations, the films
can be added in different configurations as illustrated in
Figure 2.

[ [/ AVAVAVAVA

Back-2- ; ; ' ' hl Front-
back (WAVAVAVAY, 2-back

Figure 2: The different configurations for adhesion of
films. The back-2-back configuration is where two flat
sides are adhered together. The corrugated sides are
adhered together in the front-2-front configuration and
for the front-2-back configuration, a corrugated side is
adhered with a flat side.

f\\/\\/\\/’\/“

The various configurations have different
requirements for the adhesive. This study focuses on the
front-2-front configuration, where the adhesive should be
conductive. Carbon nanotubes (CNTSs) are used as fillers,
due to their mechanical, electrical and thermal properties,
which can be utilized to make conductive polymers [2].
The dispersion of CNTs in polymer matrices is
challenging due to the very large specific surface area of
CNTs, which usually leads to agglomerations [3].
Imidazolium type ionic liquids (ILs) ease the dispersion
of CNTs in the matrix and improve the electrical
properties of the CNT-elastomer composites [4]. The aim



of this study is to investigate different dispersion methods
as well as the addition of IL to the composite and their
influence on the electrical and mechanical properties.

Experimental

Commercial available PDMS, Elastosil RT625, is used
as the polymer matrix. Multiwalled carbon nanotubes
(MWCNTs) are used as filler material and the ionic
liquid wused is 1-ethyl-3-methyl imidazolium bis
(triflouromethanesulfonyl)imide ([EMIM][TFSI]). Two
dispersion methods were investigated. Samples were
prepared with 4 and 5 wt% CNT. For samples containing
IL the CNT is grinded with the IL in a 1:1 weight ratio
until gelation is observed.

In the first method (method 1) the CNT or CNT/IL is
dispersed in heptane and ultrasonicated for 15 minutes.
Afterwards, component A of the PDMS is added and the
mixture is mechanically mixed for 6 hours at 900 rpm.
The heptane is then evaporated using a rotary evaporator
and component B of the PDMS is added to the mixture.
The sample is speedmixed for 5 minutes at 2750 rpm and
the sample is cast on a glass plate.

In the second method (method 2), the CNT or
CNT/IL is speedmixed (5 minutes at 2750 rpm) with both
components of PDMS as well as a 1 wt% inhibitor to
slow down the curing process. The composites are then
dispersed in a roll mill. The roll mill consists of three rolls
and the gap between the first and the second roll was set
to 30 pm while the gap between the second and the third
roll was set to 15 um. The sample was rolled six times
until the CNTs were evaluated to be homogenously
dispersed.

Results and Discussion

The conductivity of the prepared samples not containing
IL is investigated for both dispersion methods and
compared to the commercially available conductive
elastomer Elastosil LR3162. The obtained conductivities
are shown in Figure 3.
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Figure 3: The conductivity of the samples with no IL for
both dispersion methods.

The figure shows that the conductivity of the samples
increases with increasing concentration of CNT for both
dispersion methods. The samples prepared using method
2 are frequency independent in the measured frequency
interval, which show a good dispersion of the CNTs in

the matrix. For the sample containing 4 wt% CNT
prepared by method 1, the sample is frequency
dependent at higher frequencies, which indicates that the
sample is not well-dispersed.

The conductivities of the samples containing IL are
depicted in Figure 4.
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Figure 4: The conductivity of the samples containing IL

for both dispersion methods.

It is clear that the conductivities of the samples
decrease with increasing concentrations of CNT/IL for
both methods. This indicates that the CNT/IL fillers form
agglomerates and the limit for loading CNT/IL into the
matrix is reached.

For the samples loaded with 4 wt% CNT/IL, method
2 (roll mill) show the highest conductivity, which
indicates a better dispersion.

Conclusions

CNTs are conductive fillers that can be used to prepare
conductive elastomers. The dispersion of CNTs into a
polymer matrix is challenging. Therefore, two different
dispersion methods and their influence on the electrical
properties were investigated. Moreover, the influence of
IL on thedispersion as well as on the electrical and
mechanical properties was investigated. The first method
was using ultra sonication, and the second method was
dispersing using a roll mill. The study showed that the
conductivities  decreased ~ with  the increasing
concentrations of CNT for the samples containing IL.
Furthermore, the conductivities obtained by dispersion
method 2 were higher than method 1, which indicates a
better dispersion of the CNTs in the matrix.
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A miniaturized experimental platform for development of recovery processes

Abstract

The scope of this project is the use of automated microsystems as novel tools to accelerate the development of
biocatalytic processes. The intention is for the microsystems to serve multiple purposes enabling full process
characterization in a fast, easy and cheap manner. For example, the systems are intended for characterization of
different promising biocatalysts, characterization of different process options, process optimization and testing of
multiple microsystems in combination. The main focus of this PhD study is on the application of these
microsystems to test, optimize and identify economically feasible product recovery options, e.g. different
downstream processing scenarios and in-situ (co-)product removal strategies. As case studies, for the evaluation of
the potential of such microsystem as process development tools, three -transaminase catalyzed model reactions are
used. These three case studies impose different challenges to both the biocatalytic reaction performance as well as to
the following product recovery. The challenges cover unfavorable thermodynamic equilibrium, product inhibition,
low aqueous solubility and similar physicochemical properties of the reaction species. Addressing these challenges

will ensure that the microsystems are really put to a test.

Introduction

Chiral amines are important building blocks for many
pharmaceuticals and precursors [1]. As a consequence
of their role in such applications it is, in most cases,
required to ensure production of enantiomerically pure
compounds for patient safety reasons, as defined by
regulatory authorities [2]. However, the production of
enantiomerically pure chiral amines, i.e. achieving a
high enantiomeric excess (e.e. > 99%), can be quite a
challenging task.

An alternative to conventional chemical synthesis
methods is synthesis using biocatalysis. Biocatalysis is
organic synthesis mediated by an isolated enzyme,
immobilized enzyme, mixtures of isolated and/or
immobilized enzymes or alternatively a whole-cell
catalyst containing one or more enzymes. Biocatalysts
have the advantage of enabling high selectivity (high
e.e. values); they can potentially use a range of
substrates while forming relatively few by-products, and
potentially allow the establishment of simplified process
routes [3]. Other drivers for industrial implementation
of biocatalytic processes are the potential of improved
process economy and a better environmental profile
than conventional chemical processes [3-7]. All these
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factors make biocatalysis attractive for the production of
chiral amines.

There are multiple types of biocatalysts enabling the
synthesis of chiral amines, where one is the asymmetric
synthesis using -transaminases [8]. -transaminases
(E.C.2.6.1.1) are quite attractive as they potentially
enable asymmetric synthesis of pure chiral amines with
e.e. > 99%, under mild reaction conditions [9]. ®-
transaminases facilitate the transfer of an amino group
from a primary amine to a carbonyl compound mediated
by pyridoxal-5’-phosphate (PLP) [10]. The general
reaction scheme of ® -transaminase reactions is shown

in scheme 1.
0] NH,
S)-w-Transaminase
PLP
Ry R, Ry R,

Prochiral ketone NH, o)

Raj\ Rs Ra)L Rs

Amine donor

Chiral product

ketone co-product

Scheme 1: General reaction scheme for the asymmetric
synthesis of chiral amines using o-transaminases.



Despite all the benefits related to applying o-
transaminases for the synthesis of chiral amines, the
application of such biocatalytic processes is not very
common. This is a consequence of the many challenges
related to operating these biocatalytic processes, making
it difficult to achieve economically feasible processes.
The challenges related to w-transaminase applications
are in many cases related to unfavorable thermodynamic
reaction equilibrium, low solubility of reaction species
and different inhibition effects, to name a few [11].

The effect of such process limiting challenges can be
reduced in different ways during the development of a
biocatalytic process, such as biocatalyst and process
engineering. Well-known examples are the modification
of the biocatalyst to improve process compatibility
and/or exploiting different in-situ co-product (IScPR)
and/or product removal (ISPR) options [9]. The general
principles of the development of biocatalytic processes
are illustrated in the development cycle in figure 1. The
development cycle identifies the major areas of
development and the key decisions which have to be
taken during the development and optimization phase of
a process [4].

Reactants Products

Economics

Biocatalyst
selection

Downstream
In situ recovery

Enzyme
or cells ?

Y
Stability

Immobilization

Fa

Reaction
conditions

Cofactor
regeneration
Structural
Multiphase Cell information
systems engineering
Process
" engineering

New Enzyme
reactions engineering
Figure 1: Development cycle of biocatalytic processes [4].

Currently, it is quite time demanding to develop new
biocatalytic processes, imposing a need for better and
faster  technologies to ensure faster process
development. The EU FP7 financed project
BIOINTENSE (grant agreement n°. 312148) intends to
provide such technologies with the aim of ensuring
accelerated process development, in the form of
automated microsystems. Such automated microsystems
should provide tools to achieve fast screening,
characterization and optimization of new processes,

with a low consumption of expensive and scarce
resources.

This PhD project will mainly concern the development
and testing of different process options for product
recovery using microsystems, i.e. characterization and
evaluation of different downstream processing (DSP),
IScPR and ISPR methods in combination with reactor
modules.

Aspects of product recovery

In addition to the importance of improving the
performance of the biocatalytic reaction it is equally
important to consider the following downstream
recovery. Downstream recovery of products from
biocatalytic reactions can be quite challenging, due to
the complexity of the reaction mixtures. Also, the
recovery procedures vary dependent on the biocatalytic
reaction. For w-transaminase reactions the recovery can
be quite problematic as a consequence of the very
similar physicochemical nature of substrates and
products making selective and efficient separation
challenging. The latter is especially due to the fact that
many separation techniques exploit differences in
physicochemical properties of the species to be
separated.

The function of the microsystems in this relation is to
aid in fast identification of the most feasible separation
method, i.e. the method enabling the highest economical
profit. Shown in figure 2 is an example on one way to
test liquid-liquid extraction in a microsystem.

Sampling

.-

Dl modile | (i
)

D O
I

Figure 2: Conceptual microsystem for screening and
characterizing liquid-liquid extraction (LLE) operations.

Reaction
mixture

Extracting
solvent

In some cases it will be required to exploit the
separation methods to improve the biocatalytic reaction
performance, i.e. by combining the separation and
reaction referred to as in-situ removal (IScPR and
ISPR). Implementation of IScPR and/or ISPR will aid in
reducing effects such as product degradation, inhibition
and unfavorable thermodynamic equilibrium [4]. IScPR
and ISPR methods will always have a positive influence
on such process limiting effects and can potentially
simplify the following product purification.

However, the implementation of different in-situ
removal methods is not straightforward. There is the
issue of achieving selective and efficient removal as
with conventional downstream processing options, but
there are also issues such as the compatibility of the
removal method with the biocatalyst and vice versa. An
overview of some general aspects which influence the
ISPR and IScPR options applicable for any given
biocatalytic process is given in figure 3 [3].
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ISPR/IScPR Options

suopdo papafay

Economic evaluation

Feaslble'method
Figure 3: Overview of some general aspects of
ISPR/IScPR development for biocatalytic processes [3].

A good example of the complexity of applying in-situ
removal options is the implementation strategy. The
implementation strategy is highly dependent on the
compatibility of the biocatalyst and the selected in-situ
removal option. For example, dependent on their
compatibility with one another it will either be
necessary to have them in direct contact or in indirect
contact with one another. Also, there is the possibility to
implement the removal option internal or external of the
reactor, dependent on the specific requirements, e.g.
operating conditions, cost of implementation and
configuration limitations.

Flexible microsystems will make it possible to test the
influence of different separation options on the
biocatalyst, enabling fast identification of potentially
feasible in-situ removal options.

Case studies

During this PhD project the main focus will be kept to
three specific reaction systems using -transaminase
ATA-50. These three case studies will be used to
validate the wuse of microsystems for process
development. The overall reaction scheme which is in
focus is the formation of 1-methyl-3-propylphenylamine
(MPPA) from benzylacetone (BA) using three different
amine donors: Methylbenzylamine (MBA),
isopropylamine (IPA) and alanine (ALA), i.e. the three
case studies. The general reaction schemes of these
model reactions are highlighted in scheme 2.

Hy
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Pyruvate
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Scheme 2: General reaction scheme for the asymmetric
synthesis of 1-methyl-3-propylamine from
benzylacetone using o-transaminases and three different
amine donors: methylbenzylamine, isopropylamine and
alanine.
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These case studies impose different challenges, which
have to be addressed in order to improve the reaction
performance. These challenges are also the motivation
for the selection of precisely these case studies as they
will put the application of microsystems for process
development to the test. The challenges related to the
case studies cover different equilibrium scenarios, i.e.
favourable and unfavourable scenarios, potential
inhibiting effects, low solubility of certain reaction
species and separation of reaction species with very
similar  physicochemical properties. The relative
thermodynamic equilibria of each of the reactions are
roughly: ~30:1 (MBA-donor), ~1:1 (IPA-donor) and
~1:1000 (ALA-donor) [13].

Analytics

An important factor for the successful application of
microsystems is the implementation of analytics
enabling on-line measurements. Working in such small
scales, manual sampling gives large uncertainties as a
consequence of handling difficulties. Having flexible
microsystems where it is possible to implement
different standard analytical methods (e.g. NIR, UV,
HPLC, GC) and/or novel sensor technologies is of
utmost importance for the microsystems to reach their
full potential. It should be aimed at having on-line
monitoring in the systems not only to avoid the
uncertainties resulting from manual sampling, but also
to overcome some of the current analytical bottlenecks
and thereby enabling high throughput characterization
systems. The focus will mainly be kept on the
implementation of optical sensors, so the impact of the
sensors on the process is avoided as much as possible.

Influence of scale

An important cornerstone of this PhD project is the
transfer of the knowledge obtained from process
characterization in microsystems across scales. The
different dominant phenomena across scales make this
knowledge transfer difficult. It is the hypothesis that
fundamental  process  knowledge, e.g.  kinetic
parameters, is transferable across scales as long as the
influence of the scale, e.g. mass transfer limitations, is
taken into account. The intention of this work is also to
investigate this hypothesis based on a combination of
experiments at various scales in combination with
modelling, e.g. computational fluid dynamics (CFD)
simulation, to obtain more detailed process knowledge.

Specific objectives
The main objectives, which will be covered in this PhD
project are:
- Propose general protocols for the evaluation of
various standard separation options using
microsystems in combination with biocatalytic

processes.  Focus both on traditional
downstream  and  in-situ  development
applications.



- Provide standard automated microsystems with
integrated on-line monitoring using standard
analytical methods.

- Combine modelling tools with experimental
investigations to improve the basis for
obtaining process knowledge.

- Propose procedures for transferring knowledge
obtained in microsystems across scales.

- Evaluate and validate the proposed procedures.

- Establish a microfluidic demonstration system
where a reactor module is combined with
separation modules.

Conclusion

Currently, development and optimization of industrially
relevant biocatalytic processes is quite time consuming,
and in some cases the available quantities of substrates
and/or catalyst are quite sparse and expensive. It is
therefore evident to develop new technologies which
can aid in accelerating the process development and at
the same time ensure better use of available resources.
The application of automated microsystems is in this
context recognized as a potential technological solution
to these requirements.

In order to exploit the full potential of automated
microsystems it is required to successfully implement
on-line analysis methods to ensure high throughput
along with reduced experimental uncertainty. Another
important factor for the success of such micro-scale
technologies is successful demonstration that it is
possible to transfer the obtained process knowledge in
microsystems across scales.

The technology and procedures developed during this
project will entirely be based upon w-transaminase
applications, but the intention is that the technologies,
methods and procedures should be generally applicable.
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Relaxation Mechanism Study of Polymer Blends by Rheological Experiments

Abstract

Industrial polymers are largely poly-disperse systems. One step towards understanding poly-disperse polymers is the
characterization of bi-disperse blends. Even though linear viscoelastic properties of bi-disperse polystyrene blends
have been investigated thoroughly both theoretically and experimentally in recent years [1], both nonlinear shear
and extensional flow properties are lacking. In a recent study on solvent effects in mono-disperse concentrated
polymer solutions, Huang et al. (2013) [2] introduced a hypothesis that there exists nematic interactions between
solvent-polymer and polymer-polymer molecules. However, this hypothesis needs further testing and is still an open
question. The purpose of the present study is to investigate the existence of nematic interactions, namely polymer-
polymer, in strong elongational flow using a bi-disperse polystyrene blend of 95 K and 545 K Mw with 50% weight
ratio. We present both shear and stress relaxation experiments to determine if orientation and extension of long PS
chains induce orientation and extension in shorter chains (whose orientation should be unaffected by the flow).

Introduction

Liquid bridges arise in a variety of situations in nature.
Yet our understanding of the dynamics and stability of
liquid bridges is limited. We simply do not have
sufficient generic knowledge about the process in which
macromolecular fluid filaments are extended and
stretched and how the extensional properties are related
to the molecular constitution. That is, we have a lack of
knowledge about extensional rheology.

The purpose of the present work is to make well-
defined experiments to evaluate the influence on the
rheological properties of bi-disperse entangled polymer
melts due to the interaction between long and short
polymer molecules.

Two nearly mono-disperse polystyrenes  of
molecular weight of 95 kg/mol and 545 kg/mol have
been used to prepare a binary blend, with 50% weight of
each component. The melt are measured in shear flow
and extensional flow. In the latter and more interesting
case the hypothesis is that the stretching of the long
chains in fast extensional flows can induce the
alignment of the short ones even if the extensional rate
is not enough high to influence the orientation of the
lower molecular weight chains.

Synthesis and Chromatography

The two polystyrenes PS-95k and PS-545k with narrow
molecular weight distributions have been synthesized by
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living anionic polymerization according to the standard
procedure. Size exclusion chromatography (SEC) was
employed for sample characterization.

Stabilized tetrahydrofuran (THF) was used as the
eluent. Table 1 summarizes the weight-average
molecular weight Mw and the glass transition
temperature Tg of the synthesized polystyrenes.

Table 1: Molecular Weight and Glass Transition
Temperature of the mono-disperse Polystyrenes.

Sample Mw][g/mol] T,[°C]
name

PS-545k 545000 106.5
PS-95k 95000 109

Preparation of Blend

Two polystyrene blends were made using PS-95k and
PS-545k and were prepared by dissolving both the
polystyrenes in THF (overlap concentration around
10~15mg/ml) and stirring at room temperature
overnight. When the components were well dissolved
and mixed, the THF solution was carefully put into
methanol drop by drop and the blends were recovered
by precipitation and filtration. Finally the blends were
dried under vacuum at 70 °C for 2 weeks. The
concentrations of all the polystyrene blends were
determined by the peak areas of the bimodal curve in



SEC. For each sample, two randomly picked parts were
checked in SEC in order to ensure the concentration is
homogeneous throughout the sample. Table 2
summarizes the components and the weight fraction ¢ in
% of the bi-disperse blends.

Table 2: Compositions of the polystyrene blend.

Sample 95000 545000
name [g/mol] [g/mol]
Blend 50% 50%

Results: Linear Viscoelasticity
The linear viscoelastic properties of the polystyrene
blend were obtained from small amplitude oscillatory
shear flow measurements. An 8 mm plate—plate
geometry was used on an ARES-G2 rheometer from TA
Instruments. The measurements for the blend were
performed at temperatures between 130 and 170 °C
under nitrogen, afterwords the data were shifted to a
single master curve at 130 °C using the
time—temperature superposition procedure.

The shift factor ar is reported in Table 3 for different
temperatures.

Table 3: Temperature Shift Factor ar for the blend.

Sample 150 to 170 to
name 130 °C 130°C
Blend 2 0.020124 0.001242

We analyze the LVE data by fitting the loss modulus
G’ and the storage modulus G’ vs. frequency to A
Multimode Maxwell relaxation spectrum as illustrated
in Fig. 1.

The relaxation behavior of the moduli in the high
frequency region is essentially the same as the pure
melts. That is in agreement with the theory since the
Rouse time (which express the shortest mechanism of
relaxation of a polymer chain) is an essentially constant
material parameter that is unaffected by the distribution
and the polydispersity of the polymer.

On the other hand, both the moduli show a
dependence on the molecular weight distribution in the
so called terminal region, at low frequencies.

o [radls]
Figure 1: LVE data fitted with the Multimode Maxwell
spectrum for the blend 50% PS-545k and 50% PS-95k
at 130 °C.

Results: Stress Relaxation after Elongational flow
The experiments of stress relaxation were performed at
130 °C following start-up of uniaxial elongation. The
flow was stopped at Hencky strain 3 for each stretch
rate, and the stress was followed during the relaxation
phase. Fig. 2

In the plot there is agreement between measurements
and LVE predictions up to a certain level of strain.

We also analyzed the stress decay by fitting the data
with a sum of exponentially decaying modes in order to
understand if the short molecules in the strong
elongational flows are induced to be aligned by the long
ones .

0.1 1 1 100 1000 10000 100000

Figure 2: The measured corrected transient elongational
viscosity, 77* (t) followed by the viscosity 77~ (t) during
the stress relaxation performed at Strain rates: 0.1, 0.03,
0.003 ™' at 130 °C. In all cases the flow is stopped at an
extension of hencky strain 3 and allowed to relax for 3
h. The solid lines are the predictions from LVE of the
transient elongational viscosity and the stress relaxation.

Conclusions

In summary, the molecular weight and polydispersity of
linear polymers are strongly reflected in the linear
viscoelastic response. It is clear that the low frequency
response is sensitive to a small high molecular weight
tail of the distribution due to the very strong molecular
weight scaling of relaxation times.

The non-linear response and the analysis of the stress
relaxation spectrum have shown that the nematic
interactions between polymer-polymer are not present in
the system analyzed.
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Modification of polymer surfaces to enhance enzyme activity and
stability

Abstract

The immobilization of enzymes for biocatalytic reactions is an expanding area both in terms of research as well as
industrial applications. The essential challenges are to develop catalytic systems with high temperature stability,
tolerance to a larger pH range, improved long-term stability and higher activity. For this purpose, the understanding
of the interfacial behavior between enzyme carrier surfaces and enzymes is extremely important. Therefore, this
project deals with the modification of polymer surfaces to prepare platforms for immobilization of enzymes with

increased enzymatic stability and improved activity.

Introduction

Enzyme catalyzed processes have been highly studied
during the past few decades and are becoming more
valuable due to several advantages over convenient
metallic organic catalysis, such as mild reaction

conditions,  energy efficiency, environmentally
friendliness and their substrate specificity and
selectivity [1,2]. Nevertheless, one of the main

challenges is the retention of enzymatic activity of
immobilized enzymes. Immobilization is used to
provide the necessary stability and tolerance to solvents
and pH, however it generally results in a reduction in
the activity of the enzyme. Several studies have been
performed during recent years, focusing on recent
developments and novelties of enzyme immobilization
in general [2,3], the activity and selectivity of
immobilized enzymes [4], the industrial potential of
immobilized enzymes [5] and the interaction between
enzyme and material surfaces [6].

Objectives

The overall goal of this project is the investigation of
interfacial behavior between polymeric surfaces and
enzymes in order to determine influencing parameters
for the enzymatic activity and stability of immobilized
enzymes. For this purpose, polymeric surfaces will be
chemically modified, to prepare materials with specific
surface properties, such as a given hydrophilicity or
hydrophobicity as well as more advanced properties
such as pH or temperature responsiveness. In a
subsequent step, enzymes will be immobilized and an
enzymatic reaction of the immobilized enzyme will
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provide data, from which various impact factors for the
stability and activity of the enzyme will be determined.

Enzyme Immobilization

Several different approaches to immobilize enzymes
have been developed, which can be divided into a subset
of methods. Cross-linking of enzymes is a method
requiring no carrier (Figure 1, a), whereas the
entrapment of enzymes into a carrier matrix and the
binding on a carrier make use of a support material
(Figure 1, b and c). For the latter, the immobilization
through physical or chemical binding on a support
material has gained high importance.

P R YAY

a b c

Figure 1: Examples of immobilization approaches: a)
Cross-linking of enzymes without a carrier; b)
entrapment of enzymes in a surface layer and c) direct
bonding to a carrier through physical or chemical
interaction.

Both methods offer advantages and disadvantages.
Physically adsorbed enzymes show higher activity
retention compared to chemically bound enzymes, but
tend to be more prone to leach out from the support.
Covalent bonds between the support and an
immobilized enzyme generally lead to a strong binding
and a reduced risk of enzyme leaching. However, due to



the fixed conformation of the enzyme, a loss of activity
is often observed. In order to identify novel highly
efficient immobilization strategies it is necessary to
obtain a fundamental understanding of the individual
properties of enzyme and support materials as well as
the interfacial interaction between both.

Surface modification for enzyme immobilization

The surface properties of the support or carrier material
can be controlled through introduction of new polymer
layers on the surface. Such modifications are generally
performed through either “grafting to” or “grafting
from” reactions, resulting in the formation of polymer
brushes with a specific distribution, density and
chemistry [7]. Specifically, it has been found that
hydrophobic surfaces and their interaction with enzymes
reduce their activity, with lipases being the only
exception, which seem to increase their activity when
immobilized on hydrophobic surfaces [8,9].

Covalent Enzyme immobilization

The immobilization of biomolecules within this new
surface layer of polymer brushes can be done by
physical interaction or covalent bond formation. For the
latter, functional groups from the polymers can be used
directly (e.g. epoxide groups, Figure 2, a) or after
modification, e.g. the activation of esters with
glutaraldehyde or hydroxyl succinimide, maleimide or
dithiol pyridyl groups (see Figure 2, b-e, R represents
the support material), which enables the polymer
structure support to react with different functionalities
within the enzymatic structure.
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Figure 2: Covalent reactions of enzymes suitable for
immobilization: a) epoxide groups, b) aldehyde groups
(potentially from glutaraldehyde), c¢) with hydroxyl
succinimide, d) with maleimide or e) dithiol pyridyl
groups

These are usually residual amino or thiol groups
originating from lysine or cysteine in the protein. Site

specific binding, such as affinity conjugation can be
used for the immobilization of biomolecules in order to
immobilize well defined and highly active enzymes.
This includes methods such as interaction between
polyhistidine (poly-his) and bivalent metal ions [10-14]
and the interaction between avidin (or streptavidin) and
biotin.

Conclusion

For development of novel immobilization strategies of
enzymes on surfaces, it is crucial to obtain a broader
knowledge of the interfacial interaction between surface
and biomolecule. The aim of this project is the
investigation of different polymer surface characteristics
with regards to enzymatic stability and activity.
Ultimately, these findings will be used to prepare a
number of novel immobilized enzymes, which will be
tested in enzymatic reactor systems.
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Biomass Burners for Biodust Combustion

Abstract
In the strive for at CO,-neutral energy profile the exploitation of biomass in central and decentral heat and power
plants has continuously increased in recent decades. This PhD-project aims to establish a scientific basis for the
development of a new generation of biodust burners for utility boilers. The project focuses on particle ignition and
flame stabilization through parametric studies both in full-scale measurements and from a CFD (Computational
Fluid Dynamics) point of view. This article will introduce the reader to work flow established to fulfill this goal.

Introduction

In recent decades, central power and heat production
through thermal conversion of biomass has gained
ground concurrently with the political agenda both on a
national and an international level. The development of
high efficiency biomass plants are required in order to
balance the fluctuating power production from wind
mills and other alternative energy sources, while still
striving towards a COj-neutral energy profile. In
addition, thermal plants are a necessary need in the
provision of district heating.

Development and implementation of high efficiency
biomass combustion technology is arguably the best
near-term solution to provide stable and COj-neutral
centralized power and district heating to larger cities
and industrial areas.

Biomass differs from conventional solid fossil fuels
(traditionally coal) in a number of essential area
including both chemical composition and physical
structure and appearance. Thus, direct utilization of
existing high efficiency pulverized power or combined
heat and power facilities is not an option when
considering biodust as an energy source.

The fibrous nature of the biomass complicates
particle pretreatment implying larger and oddly shaped
fuel particles; changing the aerodynamics and particle
size distributions. In addition, the larger fraction of
volatile matter changes the conditions at which a stable
flame is achieved. A turbulent development of the
technology aiming to convert existing high efficiency
burner installations has been conducted in Denmark
throughout the past couple of decades. However,
technical difficulties lower the efficiency and limit the
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operation flexibility both with regards to biomass type
and quantity.

Objectives

This work aims to establish a scientific basis for the
development of a new generation of biomass burners
designed to facilitate simultaneous high power
efficiency and fuel flexibility combined with good
particle burn-out and stable flame capabilities of
dedicated biodust fueled plants. The project will link
fuel properties to flame properties, considering both
fluid dynamic effects due to the differences in particle
characters and chemical effects due to changes in the
chemical composition and kinetics.

Content

The project will include full scale combustion
measurements from relevant plants operated by the
industrial partners: Dong Energy Power and Vattenfall.
This will include advanced in-situ high speed thermal
imaging, optical and extractive probe measurements of
the flame, ear burner area, and fuel conveying system.
Close coordination with other work-packages will
ensure thorough fuel characterization of a range of
different biomass fuels. Flame detection by state of the
art diagnostic techniques will be evaluated for
optimized operational control.

Fundamental research will be conducted in lab and
pilot-scale forming the basis for the modeling work
applicable to computational fluid dynamics calculations
taking both chemical kinetics and aerodynamic
differences between fossil fuels and biodust into
account, for the development of novel burner designs.



Devolatilization Kinetics at High Heating Rates
Devolatilization experiments at high heating rates aim
to mimic the conditions seen by particles entraining e.g.
a pulverized fuel flame. This is typically described by
heating rates in the order of 10°-10° K/s which can be
achieved in entrained flow reactors. Figure 1 shows the
conversion degree as function of residence time when
rapidly heating a woody and an energy crop at high
heating rates and reducing conditions.
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Figure 1: Devolatilization progression as function of
residence time for two different fuels heated in a
laminar entrained flow reactor in reducing conditions.

From such data the devolatilization kinetics can be
extracted and used in CFD modeling.

Evaluation of the kinetic data

Kinetic data is evaluated in pilot scale facilities
employing a 15 kW drop tube furnace allowing for in-
situ temperature and gas concentration measurements as
well as particle extraction. The validity of the
determined devolatilization kinetics may then be
evaluated by comparing the observed flame
characteristics with corresponding CFD simulations.

-

Figure 2: CFD calculations of (top) temperature,
(middle) CO mass fraction, and (bottom) particle
trajectories and mass loss of wood particles burning in
a 15 kW entrained flow reactor.

Extrapolating Numerical Models

Because the issue of scaling is a broadly accepted
phenomenon, creating guidelines for novel technology
development based on either numerical simulations or
experimental studies the final result will benefit from
the study being carried out at the scale intended.

!\

Figure 3: Axial velocity predictions of 2D-
axisymmetric full-scale burner modeling firing 30MW
of wood dust.

Figure 3 shows a velocity prediction of a scaled up
numerical simulation of a full-size biodust burner.
These models, with sub-routines developed on the basis
of the lab-scale data, can be used to simulate a broad
range of scenarios of operating conditions leading to the
development of guidelines for burner construction.

Full-Scale Measurements

Because scaling issues are not specific to experimental
setups but also applies to numerical simulations. The
full-scale CFD models are validated against in-situ
power plant measurements, e.g. temperature profiles as
presented in Figure 4.
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Figure 4: Gas phase temperature profiles along the
flame center axis for HEV: Herningveerket and AMV:

Amagervarket.
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VPPD Lab — A Computer Aided Tool for Product-Process Design

Abstract
In chemical product design, it is not only important to find the chemical product that exhibits certain desirable
properties but increasing the product performance and making products more versatile have become growing
concerns in recent times. Rather than design chemicals based products through an experimental-based trial and error
approach, the model-based approach can speed-up the design and reduce some experiments. In order to solve a large
range of chemical product design problems, this work present a systematic framework for product design and the
implementation in a new computer aided tool, VPPD Lab (The Virtual Product-Process Design Laboratory). The
application of the systematic computer-aided framework is highlighted through a case study of a tailor-made blend

design of jet-fuels.

Introduction

Chemical product design involves the design of the
candidate chemicals that exhibit a certain desirable or
targeted properties (functions) then try to find the
process that can manufacture them with the specified
qualities [1]. In general, the design of chemical product
relies on experiment-based trial and error approach.
Since, chemical industries is moving beyond the
production of commodity chemicals towards higher
value added chemicals, model-based computer-aided
tools have been used to replace some experimental steps
to reduce design cost and reach the market earlier.
Various model-based methodologies have been
developed [2, 3]. Such approaches require predictive
mathematical models that adequately describe the
relationship between the product performances, data
acquisition, data testing, model development and model-
based design method development, etc., that needs to be
integrated in a computer-aided framework so that
chemicals based products can be design, analyzed and
verified in a fast, efficient and systematic manner. In
order to address these issues, this work presents the
development of a systematic model-based framework
for product design and implementation in the product
design software called VPPD-Lab. The systematic
framework for product design employs its in-house
knowledge-based system to (1) identify target properties
of a desired product; (2) provide suitable property
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models to calculate the necessary properties classified
as primary, secondary, functional, and mixture
properties; (3) formulate and solve the design-analysis
problems in a fast, robust and systematic manner; and
(4) guide the user to the final experimental verification
tasks.

Objectives of the project

(i) Develop systematic framework for chemical product
design and implement the framework in VPPD-Lab

(ii) Apply the software for the design of various types of
products.

Framework of VPPD-Lab

The framework and its implementation as VPPD-lab are
based on a generic workflow (as shown in Fig. 1) that
allows different problem specific design templates to be
used for different product design scenarios such as
blends, and formulations. 6 Tasks are highlighted
through the case study of blend design of jet-fuels.



VPPD-Lab Knowledge Base (KB)

o

Properties. Model)

Figure 1: Systematic framework for product design in
VPPD Lab

Case Study: Blend design of jet-fuels

Task 1: Problem definition
The sets of product needs for jet-fuels are retrieved from
the knowledge-base. Table 1 lists the sets of product
needs for jet-fuels respectively. The knowledge base
translates needs into target properties and also helps to
define the property target values.

Table 1: Product needs and translated target properties

Need Target Target Value

Property
Ability tobe  Reid vapor RVP > 1 kPa at
burned pressure (RVP)  310.95K
Engine Higher heating ~ HHV > 6125
efficiency value (HHV) kJ/mol
Consistency ~ Dynamic 7 <6.8 cP at253.15
of fuel flow visocosity (1) K

Melting point 775 < p <840

(Tw) kg/m3 at 288.15
Flammability Flash point (7))  7;>310.95 K
Stability Gibbs energy of AG"* <0

mixing (AG™™)
Enviromental Toxicity (LCsp))  —logLCsq(mol/L)
impacts Carbon < 3.6

footprint (CF) CF <1.8CO;eq.

Task 2: Selection of compounds
Conventional jet-fuels (Jet-Al) is the main ingredient
and 221 chemicals from different groups are additive to
be mixed with the conventional jet-fuels.
Task 3: Calculation-selection of primary properties
Molecular weight (Mw), critical temperature (7c),

critical pressure (Pc) , acentric factor (w), constant of
the Modified Rackett equation (Zrs), LCsy, heat of
combustion (4H.), RON, and Wtp; which are primary
properties related to the calculation of target properties
are retrieved from the chemical databases in the
knowledge base to be used for calculations in task 4 and
task 5.

Task _4:

properties

Calculation-selection _of  functional

p, Dynamic viscosity (x), and vapor pressure (Pyq)
are caluculated.

Task 5: Perform product behavior
The tailor-made blend design problems of jet fuels are
formulated as MINLP problem. The objective is to
minimize fuel consumption subject to product stability
and target properties. The results are the formulation of
blended jet-fuels and calculated target properties as
shown in Figure 2.

Chemicals Composition, vol (%)
n-dodecanc 204
rtetradecane 1.6
isooctane 68
Meinylcyclohesane 136
tetmin 34
p-Xylene 102
Decane 0.32
Properties

HHV Tm P 1 [log(LCS] RVP Tf CF

6395.4 210.7 0.775 20 29 187 3255 149

6128.2 2245 0.802 21 4.0 148 326.8 157

6127.7 241 0.801 21 4.0 144 3471 1.66

Figure 2: Results for jet-fuels blend problem from
VPPD Lab

Task 6. Experimental verification
The final jet-fuels blends will be validated with
experimental tests to issue #n, Tm, Tf, p, LHV, RVP.
Furthermore, distillation profiles and JETOT AP at 260
oC will be tested in order to ensure that the final blends
meet the aviation fuel standard.

Conclusions

A computer-aided framework for design of chemical
products has been developed and implemented into the
Virtual Process-Product Design Laboratory software.
New templates that are employed through a generic
workflow have been added to the software, making it
more flexible and capable of solving a wide range of
product design problems. The use of the framework has
been highlighted through two representative case studies
involving an emulsion-based detergent and a tailor-
made gasoline and jet-fuels blends. VPPD Lab as the
new product simulator that works in the same way as a
typical process simulator, it can guide a user to design
product, study product behaviors, systematically
formulate and robustly solve various type product
design problems. Future work is to integrate the
software with the process design software in order to
systematically solve product-process design problems.
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Sustainability Assessment of Integrated Food & Bioenergy Systems in Ghana

Abstract

Two Ghanaian food and bioenergy systems were assessed using the Emergy Analysis (EmA) methodology. The aim
of the study was to evaluate whether an integrated system built around maize-beans cultivation and biogas from crop
residues including nutrient recycling improves resource use efficiency compared to food and wood fuel production
in parallel. This is not the case under the considered circumstances: Reduced dependence on material inputs (wood
and synthetic fertiliser) was achieved but were cancelled out by increased labour inputs. Labour constitutes the
single-largest input and thus, the result is sensitive to the way labour inputs are calculated. The study led to
suggestions on improving the calculation approach for labour inputs in EmA.

Introduction
Ghana has a growing economy and energy demand
usually increases with economic growth. New

bioenergy technologies using hitherto unused biomass
from agriculture and agro-industry provides Ghana with
the opportunity to meet the growth in energy demand
and increase energy security by being less dependent on
imports. Basing energy production on biomass
resources must however, take into consideration
competing uses and availability of the feedstock, the
requirement of inputs to biomass production and
conversion including  their  origin, and the
substitutability of bio-based energy carriers with the
carriers they aim to substitute for.

In this project, systems analysis with a multi-
disciplinary approach is undertaken to evaluate the
environmental and socio-economic consequences of
residue-based bioenergy production in Ghana. Two
integrated food and bioenergy case systems are assessed
with the aim of suggesting possible alternatives to the
present reliance on imported fertiliser and energy for
food processing. Additionally, the project identifies
methodological aspects that supports the systems scope.

The cases are assessed in a systems perspective
meaning that the system boundary encompasses
biomass production as well as bioenergy production
(Figs. 1 and 2). The reason for this is that optimisation
of an integrated system may be hindered by attempting
to optimise just a subsystem.

The project roadmap includes publication of
methodological aspects concerning: co-production [1,2]
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and labour [3,4], and empirical studies of: Ghanaian
bioenergy potentials [5,6], production of food and
cooking energy in a rural farming village [7], and biogas
production from fruit residues for process energy [8].

Specific Objectives

In this text, the particular objective of how to account
for labour inputs in environmental sustainability
assessment using Emergy Analysis (EmA) is in focus.
The study is based on a case example of a small-scale,
semi-mechanised farming system coupled with
household-scale biogas production for cooking, based
on crop residues. The case results are also shown.

Materials and methods

EmA is an upstream method that assesses the
accumulated, direct and indirect exergy use in provision
of a product or service, converted to solar equivalent
Joules (seJ). It includes work by natural and human
systems alike. The Unit Emergy Value (UEV) indicates
the efficiency of a process in converting (scattered)
solar energy to (concentrated) available energy and is
considered a measure of energy quality [9,10].

EmA is particularly useful in the study of co-
production systems because of its intrinsic emphasis on
systems perspective vis-a-vis product perspective. This
is important in studies of bioenergy systems where
outputs in one subsystem, farming, is considered
‘waste’ but are then considered valuable resources in
another subsystem, bioenergy production.



The UEV for labour indicates the resource
requirements of a specified unit of labour input and is
thus used to assess the dependence of a given process on
the labour market. Including labour inputs is argued to
give a more accurate picture of the environmental effect
of a given process. Labour is distinguished as being
‘direct labour’ — occurring in the foreground of the
studied system or ‘indirect labour’ — representing labour
that has taken place upstream in the value chain and
accompanying products and services that are purchased.

Wood Seed

The usual labour UEV calculation approach is to
apply a national average, based on the total national
emergy budget of the relevant country divided with e.g.
the amount of hours worked (for direct labour) or the
sum of monetary value generated (the GDP) (for
indirect labour) over the course of a time period, usually
a year.

Results and Discussion
Two systems for provision of food and cooking energy
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Figure 1: Present system: Food and wood fuel are produced separately contributing to net deforestation and

resulting in dependence on synthetic fertiliser.
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Figure 2: Modelled system: Food and bioenergy production are integrated by using crop residues for biogas and

by returning the biogas effluent to fields.
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were compared. At present (Fig. 1), food comes from a
maize-beans farming system, synthetically fertilised,
and cooking fuel from wood or charcoal, harvested
beyond the natural replenishment rate. The suggested
system (Fig. 2) couples the maize-beans farming system
with biogas from crop residues and attempts to reduce
the dependence on wood fuel by using biogas for
cooking and on synthetic fertiliser by returning biogas
effluent to the fields.

The case study results are summarised in Table 1.
There are no significant resource use efficiency gains
from integrated production (4.9E+05 sel/J versus
5.1E+05 sel/J). The most significant inputs were direct
and indirect labour, followed by rain. This led us to
scrutinise the approach to calculation of the labour
UEVs. The approach was refined by differentiating
between different income groups, leading to direct
labour UEVs for labourers considered poor, middle-
income, or high-income, respectively. Since direct
labour inputs in the studied system are mainly from
poor labourers, this novel approach alters the results
(Table 1, right). The indirect labour UEV was adjusted
to reflect that most indirect labour takes place abroad.

Instead of using a national, indirect labour UEV, we
used the global, indirect labour UEV. This resulted in
reduced resource use associated also with indirect
labour. This change in calculation approach leads to no
significant change in the conclusion. It does suggest
however, a tendency for favouring the integrated system
as slightly less resource intensive.

The emergy profiles of the two systems show the
relative importance of various inputs (Fig. 3). The
relative importance of labour diminishes when applying
the differentiated labour UEV approach. This has the
effect of increasing the relative importance of local,
renewable flows.

Conclusions
Under the considered circumstances, integrated food
and biogas production does not provide a significant
reduction in resource use. Recycling of effluent has a
minor effect on the dependence on synthetic fertiliser.
When the labour UEV was adjusted to more
correctly reflect the type and origin of labour inputs, the
comparison of the two systems is slightly more positive
toward the integrated system.

Table 1: Summary table of two food and bioenergy systems, Food and wood fuel and Food and biogas. See text
for system descriptions. The joint UEV calculated in the three bottom lines considers the totality of inputs in
solar equivalent Joules (seJ) divided with the sum of outputs in Joules (J). Three UEVs are given, one excluding
labour inputs, and two including labour inputs, but with different labour UEVs. alt. = alternative.

Food & Food & Food & Food &
wood fuel biogas UEV Ref. for  wood fuel biogas
Item (unit) Flow (unit/45 ha/year)  (sel/unit) UEV Empower (sel/year)
Local, renewable flow of rain (J) 3.6E+12  3.6E+12 3.1E+04 a 1.1E+17 1.1E+17
Soil loss (kg Corg) 2.5E+04 2.2E+04 1.6E+12 b 4.0E+16  3.5E+16
Mineral fertilizer (kg) 3.2E+03  29E+03  3.3E+12 c 1.1E+16 ~ 9.8E+15
Other (mix) mix mix mix  various 3.0E+16  1.6E+l6
Direct labor (man-hours) 1.8E+04 2.1E+04 1.1E+13 d 21E+17  24E+17
Indirect labor (USD) 4.8E+03 S5.5E+03  3.1E+13 e 1.5E+17  1.7E+17
Total emergy 5.5E+17  5.8E+17
UEV, joint, for basket of food and
energy outputs (seJ/J) 1.7E+05  1.5E+05
UEV, with labor (seJ/J) 4.9E+05 5.1E+05
UEV, with alt. labor UEVs (sel/J) 2.3E+05 2.2Et+05
sel/year Emergy summary, nat. avg. UEVs for labor Emergy summary, alternative UEV's for labor
25E+HT 38%“’"
2.0E+17 290,
LSE+17 e
20% 19% 43% 44%
1OE+17 2305 21% Food & wood fuel
o I “m 2 o _ P 3% 4%  WFood & biogas
0.0E+00 n — - u — - - ¢
Local, Soil loss  Fertilizer Other Direct Indirect Local, Soil loss  Fertilizer Other  Direct labor  Indirect
renewable labor labor renewable labor
flows (rain) flows (rain)

Figure 3: Emergy profiles of two food and bioenergy systems. On the left, the comparison is based on the usual
approach to calculating labour UEVs, using the national average. On the right, labour UEVs are calculated using
the novel approach developed in this study. Regardless of calculation approach, reductions in material inputs that
are made possible by integrating the production, comes at the expense of increased labour inputs.
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Controlled Release from PMMA Microcapsules Triggered by Gamma Irradiation

Abstract

This study investigated the use of gamma irradiation as a triggering stimulus to activate poly(methyl methacrylate)
PMMA microcapsules. PMMA and fluorinated derivatives were exposed to varying doses of irradiation and
analyzed by DSC, SEC and NMR. The glass transition temperature (T) of polymers was found to decrease at low
doses of irradiation. Therefore, irradiated PMMA microcapsules, which were previously impermeable, release
encapsulated PDMS cross-linkers. This method enables the remotely controlled formation of silicone elastomers in
traditionally unavailable places, and therefore has significant implications for industrial application.

Introduction

Microencapsulation attracts attention mainly due to
a controlled release [1]. The technique allows for
preparation of innovative materials, which appear more
frequently in commercial products. For example,
medicines with programmable release of active
substances reduce harmful side effects and frequency of
use. Moreover, controlling the chemical reaction is
possible through encapsulation of compounds.

Polydimethylsiloxane (PDMS) networks usually
forms at room temperature from a cross-linker and long-
chain functional silicones. Encapsulation of the cross-
linker within PMMA shell prevents the reaction
occurring at temperatures lower than the T, of PMMA.
Heating of microcapsules above the T, of PMMA leads
to a melting of the shell and thus acts as a triggering
stimulus. Additionally, the T, may be adjusted upon
other external stimulus in order to increase the response
of the system.

In this study, gamma irradiation was investigated as
a triggering stimulus. PMMA generally undergoes chain
degradation at low doses of irradiation, however cross-
linking takes place at higher doses [2]. This results in
decrease or increase of T, respectively. Furthermore,
glass transition temperature of short chain polymers is
known to strongly depend on their molecular weight [3].
Hence, PMMAs with low M, were examined.
Additionally, chemical modification of PMMA through
introduction of fluorine atoms was tested with the aim
of promoting chain scission.
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Specific objectives

The aim of this work is to design a method that
enables the controlled formation of PDMS networks. It
can be done through encapsulation of PDMS cross-
linker. Microcapsules should be stable at 50°C and
release encapsulated cross-linker in a controlled
manner. The release should occur in response to an
external stimulus, which can be remotely applied. This
approach allows for application of silicone elastomers in
traditionally unreachable places.

Results and discussion
Irradiation of PMMA and fluorinated derivatives

Two groups of polymers were examined: non-
fluorinated (PMMA_1 and PMMA 2) and fluorinated
(3F-PMMA 3 and 3F-PMMA _4). Polymers with two
chains lengths represented each group and all samples
were exposed to different irradiation doses.

Table 1 presents T, and molecular weights of
studied polymers. Apart from sample 3F-PMMA 4, all
polymers had lower glass transition temperatures after
irradiation due to chain scission. The scission is a two-
stage process initiated at unsaturated chain ends, and
followed by random scissions of the backbone [4].
Therefore, in the first stadium molecular weight does
not change significantly, since the cleavage of pendant
and end groups takes place. It is the scission of the main
backbone, which causes observable changes in the chain
length. As molecular weight of irradiated samples did
not change significantly, it was assumed that mainly
end-chain degradation took place. In addition, from an
analysis of '"H NMR data of irradiated samples, it was
concluded that no new bonds formed. This confirmed



our assumptions, that slight change in chain length was
sufficient to influence polymer properties.

On the other hand, at the highest doses of irradiation
T, started to increase due to cross-linking. When the
concentration of degradation products increases, the
possibility that macro-radicals recombine with each
other increases as well. As a result, the glass transition
temperature increased.

The presence of fluorine atoms in polymer structure
enhances chain scission during irradiation. The lowest
T, for short chain sample 3F-PMMA_3 was observed at
a dose of 10 kGy. It indicates that chain scission
dominated over cross-linking even at higher doses, thus
the glass transition temperature kept decreasing with the
irradiation dose; however, sample 3F-PMMA 4
behaved similar to non-fluorinated polymers. It follows
that the effect of fluorination was stronger for polymers
with short chains.

Activation of PMMA microcapsules

Microcapsules with PMMA 1 shell were exposed to
1.6 kGy dose and their reactivity with vinyl-terminated
DMS-V35 was examined by a controlled strain
rheometer. Dynamic moduli of the mixture were
measured at different temperatures and results are
presented in Figure 1. Non-irradiated microcapsules
reacted with DMS-V35 at 100°C, as the significant
increase in storage modulus was observed. PMMA
passes through phase change transition at 95°C and
microcapsules become permeable. Below 100°C,
microcapsules were relatively stable, since only minor
changes in G’ were observed. These small changes
could be attributed to the presence of cross-linker on the
surface of the shell. Although G’ also increased below
T, of PMMA, it is evident that the cross-linking reaction
took place mainly at 100°C. On the other hand, the
dramatic increase in G’ was observed at 30°C for
irradiated microcapsules, despite the fact T, of
irradiated PMMA was around 80°C. It means that not
only T, of polymer changes during irradiation, but the
local heating effects can affect the local structure of
PMMA shell.
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Figure 1: The reactivity of PMMA microcapsules with
DMS-V35 before and after irradiation. The mass ratio
between compounds was 1:10, respectively.

Conclusions

Gamma irradiation has been identified as a suitable
triggering stimulus for PMMA microcapsules. Due to
chain scission appearing in PMMA structure at low
doses of irradiation, T, of polymeric shell is decreased.
Activated microcapsules become therefore impermeable
at lower temperatures and release encapsulated cross-
linker allowing for the cross-linking reaction to occur.
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Table 1: Glass transition temperature and M,, of non-irradiated and irradiated PMMA.

- PMMA_1 PMMA 2 3F-PMMA 3 3F-PMMA_4
Irradiation - - -
dose [kGy] T, My T, My T, My T, My PDI

PDI PDI PDI
[°C] | [g¢/mol] [°C] | [g/mol] [°C] | [g/mol] [°C] | [g/mol]

0 95 | 15000 58 62 71

03 92 | 14500 53 - -

0.5 90 | 15000 54 . - . - .| 21

o oo | 13000 | 231 33 | 2000 | 16| 5 | t000% | 25| S | 22000

1.6 83 | 13500 46 49 74

10 89 | 13500 53 47 74

*SEC calibration was made for standard PMMA molecular weights. However, calibration curves do not apply for

sample PMMA 2 and fluorinated polymers.
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Modeling Mass Transfer in Small Scale Reactors using Computational Fluid
Dynamics

Abstract

The aim of this PhD project is to use computational fluid dynamics (CFD) to increase the understanding of mass
transfer processes in small scale chemical and biochemical reactors. The case study presented here describes the
CFD modeling of oxygen transfer and mixing times in a 1 ml microbioreactor, and the simulated data is compared

to experimental results.

Introduction

The most common way to describe oxygen transfer in
bioreactors is via the oxygen transfer coefficient, kia,
which describes the dynamic relationship between the
oxygen concentration (C) and the oxygen saturation
concentration (Csy) assuming a perfectly mixed liquid
according to the following:

dac
E = kLa(Csat - C)

(1

In CFD simulations 'kia' is often separated into the mass
transfer coefficient 'k’ and the specific interfacial area
'a®. A common way to evaluate ki is then using the

correlation
D
ky o« /—VL (ev)02®

which relates it to the diffusion coefficient (D) of
oxygen, the kinematic viscosity (v) and the energy
dissipation rate (¢) in the fluid, which can be modeled
using specific turbulence models.

[2]

For simulating mixing processes transient simulations
are often performed where the spread of a scalar
quantity ¢ in a velocity field U is modeled according to

il t
% +V-(pUg) = V- ((p% + S”—Ct) w) 3]
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where p is the fluids density, D, the scalar kinematic
diffusivity, Sc; the turbulent Schmidt number, and p the
eddy viscosity which is a function of the amount of
turbulence.

Specific objectives

The specific objective of this PhD project is to explore
mass transfer phenomena in small scale reactor systems
using CFD. The case study presented here describes the
simulation of oxygen transfer and mixing in a 1 ml
microbioreactor developed for fermentation purposes
previously presented at [1].

Figure 1. (a) Half of the microbioreactor studied (b)
The geometry used for the simulations with the initial
distribution of scalar (black) and the position of the
monitoring points (P-P3).

Method

The CFD software ANSYS CFX 15.0 was used to
simulate the water phase of the microbioreactor shown
in Figure 1 using the k-¢ turbulence model. The velocity
fields and turbulence scalars were calculated in steady
state for five different rotational speeds, here given at
rotations per minute (rpm).



In the mixing simulations were a scalar placed in the
bottom of the reactors and its quantities in the
monitoring points P1, P2 and P3 were recorded over
time. Mixing time was defined as when the scalar had
reached within + 5, 10 or 15% of its final value in these
points. The position of the monitoring points as well as
the initial distribution of the scalar can be seen in Figure
1b.

Mixing experiments were performed both using the
original distributions of the eddy viscosity p; and with
manipulated homogenous values, where the eddy
viscosities were replaced with the averaged values from
either the 200 or 1000 rpm simulations.

Results and Discussion

The experimental kra values are plotted with the
simulated energy dissipation rates in Figure 2. They
correlate very well, but it must be noted that they do not
share the same y-axis, that the interfacial area is
assumed to be constant and that the method is very
dependent on the chosen turbulence model.
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Figure 2. The experimental kia values from [1]
correlated to the fourth root of the average energy
dissipation rates in the liquid.

The mixing times are shown in Figure 3 and it can be
seen that the experiments and simulations correlate, but
also that especially the mixing time definition has a

large effect on the simulation result.
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Figure 3. The experimental mixing times from [1]
correlated to the simulated once for monitoring point 1
and 3 for + 5% and + 15%.

Figure 4 shows the distribution of p in the 200 and
1000 rpm simulations as well as their averaged values.

It can be seen that the average for 1000 rpm is
considerably higher than for 200 rpm and that it also has
a larger variance. Figure 5 presents the impact of the
different distributions of p;on the mixing times.

As Figure 5 reveals, changing the eddy viscosity for the
200 rpm solution had as expected the largest effect once
it was replaced with the 1000 rpm averaged value. The
effects were less evident for 1000 rpm, which can be
explained with the higher impact of advection at higher
rotational speeds.
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Figure 4. The distributions of eddy viscosities in the
200 and 1000 rpm simulations cases and their averaged

values.
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Figure 5. The mixing times for + 10% in all monitoring
points with and without manipulated values for .

Conclusions

Oxygen transfer and mixing can be simulated using
CFD, but both models are highly dependent on the
turbulence model used. Mixing simulations are however
preferred for quantifying bioreactor performance, since
the theory and assumptions behind Eq. 3 is more well
established and those for Eq. 2. Eq. 3 is also taking
advection into consideration and has got the adjustable
constant Sci. in it.
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Biorefining of Wheat Straw: Distribution of mineral element deposits in
pretreated biomass

Abstract

Mineral elements present in lignocellulosic biomass feedstocks may accumulate in biorefinery process streams and
cause technological problems. Si is of particular interest due to its high abundance in lignocellulosic plant biomass.
A better understanding of the distribution of mineral elements in biomass in response to pretreatment parameters is
therefore important in relation to development of new biorefinery processes. This study showed that for some
mineral elements, the amount ending up in the solid fraction could be controlled by varying pretreatment
parameters. Other mineral elements, such as Si, are an integral part of the biomass, which will always remain in the

solid insoluble fraction.

Introduction

In second generation bioethanol  production,
lignocellulosic agricultural waste streams are utilized as
carbohydrate feed stocks instead of sucrose and starch,
hence the ethical issues of turning food into fuel is
avoided. A generalized linear process for producing
second generation bioethanol involves pretreatment for
opening up the biomass structure, enzymatic hydrolysis
of the cellulose and hemicellulose to glucose and
xylose, and fermentation of glucose and xylose into
ethanol [1]. However, increasing interest has been on
expanding the concept from production of bioethanol to
biorefineries, where the co-processing streams are used
for production of various chemicals, building blocks, or
functional products and/or other energy carriers [2].
Biomasses containing high amounts of mineral elements
(especially Si) are being increasingly used in the field of
biorefinery, where agricultural waste products, such as
wheat straw, corn stover and rice straw, are converted
into valuable products [3]. Mineral elements therefore
end up contaminating solid and liquid products, and it is
important to learn how varying parameters in
biorefineries affect distribution of mineral elements in
the liquid and solid product.

Specific objectives

The objective of the current study was to examine
mineral elements deposits in pretreated wheat straw and
how they behave in response to a systematic
pretreatment campaign.
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Results and discussion

Wheat straw was hydrothermally pretreated at 1 kg-
scale on the Mini-IBUS located at Risg campus. pH,
temperature and holding time were varied to produce
the samples presented in Figure 1.
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Figure 1: Composition of wheat straw solid fraction
after pretreatment on Mini-IBUS (Risg campus)

The mineral composition in the solid fraction of the
biomass after hydrothermal pretreatment was modelled
using an empirical factor, denoted Cpn, 1N an extended
severity equation, Eq. 1. ¢,y was optimised in the
interval 0 to 1 for obtaining the best linear or
exponential fit to the data.



T-2p0

log(R,) = Log{t T e a7 ) = Copr " PHiieiar, (1)

where R, is the pretreatment severity, t is the holding
time in minutes, T is the temperature in K, and pHpiga is
the initial presoaking pH.

The contents of some mineral elements in the solid
fraction followed this relation with the empirical factor
con describing the pH sensitivity of the given mineral
elements (Figure 2). In all these cases, increasing
pretreatment  severity (higher temperature, longer
holding times, and higher pH) resulted in less mineral
elements in the solid product. Others (Si, Al, Fe, Cu) did
not show any dependency with the pretreatment
parameters and therefore did not follow Eq. 1.
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Figure 2: Content of some mineral
pretreatment severity calculated by
severity equation.

Of the mineral elements not depending on pretreatment
parameters, Si is of particular interest, since it is present
in high concentrations in many biomasses, where it is
deposited either as SiO, incrustations of cell walls, as
infillings of the interior of cells, or in intercellular
spaces [4]. In wheat straw, Si deposits are located all
over the straw, but are especially present in high
concentrations in the outer cell layers of the straw
(Figure 3). These deposits alleviate plants from abiotic
(e.g. heavy metal toxicity and salinity) and biotic (e.g.
fungi and insects) stresses [5]. Silica acts as a physical
barrier protecting the plant from enzymatic degradation
during fungal attacks. It is therefore an integral part of
the biomass that cannot readily be separated from it.

Conclusions

The  pretreatment  conditions, especially  pH,
significantly influenced the levels of P, Mg, K, Mn, Zn,
and Ca in the resulting solid fractions. A new expanded
severity equation was proposed to model and predict
mineral composition in pretreated wheat straw biomass.
The level of Si in the solid fraction did however not

depend on pretreatment conditions. This is because it is
a highly abundant, integral part of the biomass and very
insoluble in water.
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Figure 3: Structure of wheat straw and location of silica
deposition are based on microscopy images from
literature [6,7,8].
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Catalytic Materials for Combined Particulate and NOx Removal
from Diesel Vehicles

Abstract

A combined particulate filter and selective catalytic reduction unit for NOy removal holds a great potential with
respect to reducing the overall size and cost of the diesel exhaust aftertreatment system. This project will identify
catalytic formulations with the required combination of soot oxidation and selective catalytic reduction properties
without unwanted side reactions such as NHj3 oxidation. Recent work has focused on soot oxidation by the
V,05/WO3-TiO; system, including extraction of kinetic parameters (A and E,).

Introduction

Heavy duty diesel (HDD) vehicles handle a substantial
part of the global transport and logistics. Harmful
pollutants, such as nitrogen oxides (NOy), hydrocarbons
(HC), particulate matter (PM), and carbon monoxide
(CO), are however formed. The diesel exhaust
aftertreatment (DEA) system has been developed to
treat the pollutants in the exhaust gas.

Figure 1 illustrates the current standard DEA system
consisting of a series of catalytic units. The Diesel
Oxidation Catalyst (DOC) oxidizes CO and HC to CO»
and H>O, as well as generates NO, from NO. The Diesel
Particulate Filter (DPF) is a wall-flow filter, entraining
PM in its monolith walls. The DPF can be regenerated
actively by increasing the exhaust gas temperature using
post-injection of fuel, or passively using a catalyst. NO
generated by the DOC also assists regeneration. NOy is
targeted through Selective Catalytic Reduction (SCR)
using NHj as the reducing agent. NH3 is supplied to the
system through urea dosing, regulated by the onboard
Model Predictive Control (MPC) unit. Excess NHj is
controlled with the Ammonia Slip Catalyst (ASC).
Upon exiting the DEA system, the emissions should
meet the restrictions imposed by the Euro VI
regulations.
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Figure 1: Example of a standard design of the DEA
system, consisting of the DOC, DPF, SCR component,
urea dosing MPC unit, and the ASC.

The DEA system is very complex, requiring
efficient exhaust treatment for a wide range of operating
conditions, corresponding to cold start, stop-and-start
driving (inner city), and high speed driving (highways).
As a result, DTU Chemical Engineering and Haldor
Topsee A/S are collaborating on the development of the
next generation DEA system, with funding from The
National Danish Advanced Technology Foundation.
The underlying PhD projects concerns the development
of new DOC and ASC formulations (Thomas Klint
Hansen at CHEC, pg. 87-88), the combination of the
DPF and SCR components (present project), and model
development of the control unit for efficient urea dosing
system (Andreas Aberg at CAPEC, pg. 215-216).

Specific Objectives
The two largest components of the DEA system are the
DPF and the SCR. A combination of these could



therefore result in a considerable reduction in both cost
and size of the overall system. In order to achieve this,
the present project will develop catalytic materials for
combined particulate and NOx removal. This will be
done by applying catalyst synthesis, characterization,
kinetic lab-scale studies and pilot scale tests.

In order to develop such a unit with catalytic
activities for combined soot and NOyx removal, two
overall approaches may be used: Zone coating of the
filter, allowing deposition of different catalytic
formulations in different zones of the filter (e.g.
entrance or exit); or a multi-function catalyst, which
have activities for both reactions simultaneously. Both
approaches have advantages and disadvantages, but a
major benefit of the one step multi-function coating is a
much simpler production.

Through a literature survey, potential catalytic
materials were identified and synthesized. These were
tested for activity for soot oxidation by O, using a
Netzsch F409 STA. The resulting thermogravimetric
data were used to identify the temperature at which the
maximum reaction rate occurs, Tmax, and extracting the
pre-exponential factor (A) and the activation energy (E.)
using a simple rate expression (k=1/m-dm/dt=A-exp(-
Eo/RT)[02]), as described by Kalogirou et al. [1].

Among the tested catalysts, 2wt.% V205/10% WO;-
TiO, (WTi) was found to have a significant effect, i.e.
the temperature of maximum reaction rate (Tmax)
decreased by 140°C. For this reason, further kinetic
studies were performed on the V,0s/WTi system.

Results and Discussion

Table 1 shows Tma and the kinetic parameters for
selected samples in tight contact, illustrating an
increasing activity as a function of V,0Os content; from 0
wt% (only WTi carrier) to 100 wt% (only V,0s).

Based on the comparable activation energies
observed for 1-6 wt% V»,0s the data were fitted to the
model using an average activation energy, E,=144.5
kJ/mol, and varying only the pre-exponential factors.
The results can be seen in Figure 1, illustrating a good
fit between the model and experimental data.

Table 1: Kinetic results for soot oxidation in 5
vo0l%0,/N; in tight soot-catalyst contact.
Tmax [[C] A [s7] E. [kJ/mol]
Soot 702 2.88E+8 200.3
WTi 596 1.65E+9 177.7
2 wt%V:20s 562 1.45E+8 152.5
4 wt%V20s 520 4.93E+8 152.1
6 wt%V20s 476 3.59E+8 141.3
V205 418 1.86E+7 113.5

o

Rate of mass loss [%/°C]
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Temperature [°C]
Figure 1: Soot oxidation rates of V,0s-WTi with
varying V,Os-content as indicated. Raw data (-) and
models fitted (--) using an average value of E.=144.5
kJ/mol and varying A are shown. Obtained A-values
(108, [s71]): 6 Wt%: 5.78; 5 wt%: 3.35; 4 wt%: 1.45; 3
wt%: 0.77; 2 wt%: 0.45; 1 wt%: 0.20.

450 650

For NH3-SCR, 1.9 wt% V,0s-WTi reaches >90%
NOy conversion at 300-500°C [2], while Figure 1 shows
soot oxidation by 2 wt% V,0s-WTi occurring at higher
temperatures. It should furthermore be mentioned that
the operating temperature should not exceed about
550°C to avoid vaporization of vanadium. The results
indicate that for catalysts with V,0s>2wt% this may be
possible. Furthermore, the soot oxidation activities may
increase under more realistic conditions, in the presence
of NO; and H,O.

Conclusions

The development of a combined filter and SCR unit
holds a great potential for reducing the overall cost and
size of the diesel exhaust aftertreatment system. This
work has identified promising catalytic materials with
activities for both soot oxidation and NH3-SCR for
further studies, and kinetic parameters for these
materials have been identified.
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Fuel Efficiency and Fouling Control Coatings in Maritime Transport

Abstract

The skin friction of antifouling coatings change over time and the initial friction for clean coatings are therefore not
sufficient to accurately estimate the fuel efficiency of an antifouling coating over a typical dry-docking period.
Furthermore, it is found that the skin friction increases significantly faster during static immersion compared to
dynamic immersion. The immersion conditions are therefore of importance when determining the most fuel efficient
antifouling coatings. The need for better prediction tools of the fuel efficiency is desired because the often applied
route via surface friction measurements of antifouling coatings in clean condition and after static immersion are
inadequate. An experimental method has therefore been developed to measure surface friction of antifouling
coatings over a desired time period under conditions which can mimic the vast majority of ship profiles (speed and
activity) in today’s market. The experimental method consists of two parts, i.e. an aging setup and a laboratory scale
rotor capable of measuring surface on coated cylinders. It was found that the surface friction was significantly lower

for a hydrogel fouling release coating compared to a fluorinated fouling release coating.

Introduction

The maritime transport sector is responsible for
transporting huge amounts of goods all around the
world which unfortunately has two primary negative
side effects. Firstly, a vast amount of fuel is being
consumed causing harmful emission of e.g. CO2, NOy
and SOy particles. Secondly, toxic components are
released from antifouling coatings to the surrounding
seawater. Surface friction constitutes a large part of a
ship’s total resistance which, however, depends on
several factors such as e.g. the condition of the
antifouling coating and the ship’s speed. Marine
biological fouling is known to have an undesirable
impact causing a ship’s drag to increase. The drag
performance (fuel efficiency) of antifouling coatings are
today often being evaluated based on static immersion
of coated objects followed by hydrodynamic drag
measurements in e.g. a towing tank. Larger ships are
only rarely static, e.g. in ports, and a static test is
therefore only a mediocre method when evaluating
antifouling coatings drag performance. Static exposure
followed by hydrodynamic exposure has been applied
and it is an improved test method compared to only
static exposure because this test method more closely
resembles the conditions a ship is exposed to during a
typical voyage. However, further improvements are
desirable in order to evaluate the long-term drag
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performance of antifouling coatings in conditions which
mimic those antifouling coatings experience during
voyages.

Specific Objectives

The purpose of this project is to improve drag test
methods for antifouling coatings applicable to a typical
dry-docking period, e.g. 5 years. The focus is therefore
primarily on long term drag performance determination
of antifouling coatings. Furthermore, the specific
objectives are to develop an experimental method
capable of mimicking the aging process of antifouling
coatings closely and measure the drag performance over
a long time. During the aging process it is desired to
continuously or frequently measure the drag
performance via the determination of the surface
friction coefficient for a number of antifouling coatings
and their development over time.

The laboratory cylindrical rotor setup, which is seen
in Fig. 1, is used to measure surface friction. The system
consists of a large tank where the rotating cylinder is
placed. A static cylinder is placed outside the inner
rotating cylinder to obtain a controlled flow, i.e. Coutte
type flow. The torque sensor is used to measure the
torque due to rotation of the system, i.e. bearings, shaft
and cylinder. The surface friction of the coating can be
determined by measuring the effects due to friction from



the top and bottom of the cylinder, friction of the shaft
and the bearings.

J§ Torque sensor
| —— Tacho meter

Bearings

Static cylinder

N

Rotating cylim[

400 | water tank

Figure 1: Laboratory cylindrical rotor setup

The seawater setup is seen in Fig. 2 where the
antifouling coatings are aged in conditions mimicking
those ship hulls experience during voyage. Flow
conditions similar to that a ship hull experiences arises
due to the rotational speed of the shaft where the coated
cylinders are attached. Furthermore, the biological
conditions are similar to that a ship hull experience due
to the seawater immersion.

T ——— 1T

Figure 2: Cylindrical seawater test setup.

The advantage of the seawater setup compared to other
setups used in the field of antifouling coating drag
performance prediction is that the coating’s aging
process resembles the one a ship experiences due to the
hydrodynamic immersion in the sea. Furthermore, the
drag measurements are recorded with short time
intervals, i.e. every 2 to 3 weeks, resulting in a large
amount of drag measurements over time capable of
making a drag performance over a long time interval.

Results and Discussion

The skin friction coefficient determined in the
laboratory rotor setup due to the aging in the seawater
test setup has shown that changes over time can be
determined, see Fig. 3. In Fig. 3 the skin friction
coefficients for four antifouling coating technologies
over a period of 53 weeks at an average of 9.5, 12.6
15.8 knots is seen. Week zero (designated by round
dots) is the skin friction prior to immersion. The
triangles designate that prior to skin friction
measurement a period of two weeks static immersion

had taken place. The squares designate that prior to skin
friction measurements the coatings had been
dynamically immersed at approximately 10 knots for 3
weeks. The flat lines at week 26 and 54 designate that
prior to skin friction measurements mechanical cleaning
of the coatings had taken place.

P

~ Hydrogelbased FAC 1 bocides]

Siated syt bsed PLcosing
= Hdogekbused 4 withbioids)

Figure 3: Skin friction coefficient over 53 weeks for
fluorinated FRC, hydrogel-based FRC with biocides,
SPC coating and hydrogel-based FRC without biocides.
Round dots represent the coating condition prior to
immersion, triangles represent static immersion for two
weeks, squares represent 3 weeks of dynamic
immersion at 10 knots and the flat lines at week 26
represent that the coatings had been mechanically
cleaned.

The measurements show significant differences in
the skin friction over time. Furthermore, it is seen that
static immersion increase friction more than dynamic
immersion, especially for the fluorinated fouling release
coating. It was found that mechanical cleaning brought
the coatings back to a skin friction coefficient value
similar to the initial one. The reason for a decrease in
the skin friction coefficient after immersion at week
zero might be explained by the uptake of water in the
coatings (swelling).

Conclusions

The developed test setup has proven capable of
measuring  significant surface friction differences
between antifouling coating systems which is valuable
when determining the optimal choice of coating with
respect to fuel efficiency. It was found that the surface
friction was significantly lower for a hydrogel fouling
release coating compared to a fluorinated fouling
release coating, especially after the periods with static
immersion. The decrease in surface friction compared to
condition prior to immersion shall be investigated
further. It was found that the skin friction decreased in
the following order: fluorinated FRC (highest skin
friction), hydrogel-based FRC without biocides, SPC
coating and hydrogel-based FRC with biocides.
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Hemp Fibers: Enzymatic Effect of Microbial Processing on Fiber Bundle
Structure

Abstract

The effects of microbial pretreatment on hemp fibers were evaluated after microbial retting using the white rot fungi
Ceriporiopsis subvermispora and Phlebia radiata Cel 26 and water retting. Based on chemical composition, P.
radiata Cel 26 showed the highest selectivity for pectin and lignin degradation and lowest cellulose loss (14%)
resulting in the highest cellulose content (78.4%) for the treated hemp fibers. The pectin and lignin removal after
treatment with P. radiata Cel 26 were of the order 82% and 50%, respectively. Aligned epoxy-matrix composites
were made from hemp fibers defibrated with the microbial retting to evaluate the effects on their ultrastructure. SEM
microscopy of the composites showed low porosity on the fiber surfaces after defibration with P. radiata Cel 26 and
C. subvermispora indicating good epoxy polymer impregnation. In contrast, fibers treated by water retting and the
raw hemp fibers were badly impregnated due to poor porosity impregnation caused by surface impurities such as
epidermis and other pectin rich plant cells. The pectin and lignin mainly located in the outer part of the fibers were
assumed to be extracted and degraded by pectinase and peroxidase enzymes produced by the fungi.

Introduction
Hemp fibers can be used as reinforcement agents in
biocomposites due to their good mechanical properties
including low density and high stiffness [1].The
principal constituent of hemp fibers is cellulose, which
has a high theoretical strength (8 GPa) and functions as
the reinforcing component in the fibers. Currently, the
largest demand for cellulosic fibers is for the production
of string, twine, cord and ropes [2]. These applications
require primary processing of raw materials into yarn
with a series of steps including retting, scutching,
carding, cottonization and spinning. Retting is the term
used for the removal of non-cellulosic components from
natural fibers and separation of the fibers from the plant
stem structure, to obtain cellulose-rich fibers. It is
performed by microbiological methods. Retting
precedes mechanical separation (scutching) of the fiber
from the stem and is essential for reduction of fiber
breakage [3]. However, recent data suggest that the
gentle microbial retting process can enzymatically
create defects in the fiber structure during the
processing of hemp stems into single fibers [4-5].
Parenchyma cells rich in pectin and hemicellulose,
which bind the hemp bast onto the stem surface, are
located between the fiber bundles [3, 6]. This binding
must be degraded to obtain useful fibers for strong
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composites. As explained in more detail below, hemp
fibers are classically separated from the plant stems by
“water retting”, which in essence is a microbial process.
In this process, indigenous bacteria and notably fungi
present on the plant stems degrade pectin between the
fibers and the stem surface at temperatures of around 15
°C to 30°C within six to ten days [1, 3]. It has been
shown that bacterial species of Achromobacter,
Clostridium and Pseudomonas dominate [7]. Despite its
long use, the process is still largely empirical, and
obviously depends on the microbial flora present on the
fibers. In order for the process to be successful, it is of
crucial importance that the cellulose is not degraded.
Knowledge about changes in hemp fiber ultrastructure
and chemical composition during processing is of great
importance to produce high-quality fibers.

In this study, the basidiomycete white-rot fungi
Ceriporiopsis subvermispora [8] and mutant strain
(cellulase less) Phlebia radiata Cel 26 [9], which have a
limited ability to degrade cellulose were used to treat
hemp stems and investigate their effect on the fiber
microstructure and chemical composition compared
with traditional water retting. These fungi have been
used for microbial separation of woody fibers. Results
were analyzed based on knowledge of the cell wall
active enzymes produced by the two fungi.



Specific Objectives

The primary objective of this study is to compare the
effect of different pretreatments on the chemical
composition and structure of the hemp fiber and also
provide

Results and Discussions

The overview of the investigated hemp fibers in this
study was shown in Table 1. The weight loss of each
component after different treatment was shown in Table
2, and the effects of biological treatments on the
chemical composition of the investigated hemp fibers
were shown in Table 3.

The pectin loss in hemp fibers caused by fungal
treatment with C. subvermispora, P. radiata Cel 26 or
by water retting was 57%, 82% and 77%, respectively.
The weight loss of hemicellulose in samples treated
with water retting (44%) and P. radiata Cel 26 (36%)
were not significantly different. C. subvermispora
caused the lowest hemicellulose degradation (25%),
while water retting caused a significant loss in cellulose
with 22%. However, P. radiata Cel 26 and C.
subvermispora treatment caused only 14% and 12%
weight loss in cellulose respectively.

The results showed that P. radiata Cel 26 had the

selectivity value is defined as the ratio of pectin
degradation to cellulose degradation and is used to
describe the depectinization efficiency. According to the
definition, a higher selectivity value reflects improved
preferential depectinization. On the contrary, a lower
selectivity value means relatively high amount of
cellulose degradation during the biological treatment
resulting in a loss. As shown in Table 2, P. radiata Cel
26 demonstrated higher selectivity (6.0) than water
retting (3.5) and C. subvermispora (4.6). Additionally,
besides best depectinization, P. radiata Cel 26 also
caused the highest lignin (50%) and hemicellulose
degradation (36%) confirming its limited cellulase
activity and that the strain can produce pectinase and
hemicellulase enzymes [9]. The highest (50%) weight
loss in lignin resulting from the fungal treatment with P.
radiata Cel 26 on the stem indicates the highest activity
of Pyranose oxidase (POD) and Mn-dependent
peroxidases (MnP). This was suggested due to the
presence of much higher concentration of H.O, (1-5
mg/L) in the fungal treatment broth, since H,O»
produced by POD has a crucial role in the ligninolytic
systems and is necessary for the ligninolytic peroxidases
[10-11].

highest selectivity for pectin degradation. The
Table 1: Overview of the investigated hemp fibers
. Fiber yield
Fiber type Code Treatment
(g/100 g stem) (g/100 g raw fibers)
HO Untreated 38+1 100
Loose hemp H1 Water retting 27+1 68
fiber bundle H2 C. subvermispora 29+1 75+4
H3 P. radiata Cel 26 28+1 70+1
Table 2: Process results obtained by fungal defibration and water retting of hemp
Fiber Selectivit Weight loss (%)
code H:0; (mg/L) value* ' Cellulose Hemicellulose Lignin Pectin
HI n.a. 35 22 44 0 77
H2 0-1 4.6+2 1245 2545 -12+12 5745
H3 1-5 6.0+1 1442 36+1 50422 8242
* Selectivity value = Pectin loss / Cellulose loss.
Table 3: Chemical Composition and structural properties of the investigated hemp fibers
Fiber . Chemical Cqmposition . . Structure .
code Cellulose Hemicellulose Lignin Pectin Residuals Transverse section
(Yo w/w) (Yo w/w) (% w/w) (Yo w/w) (% w/w) (um?)
HO 64.4+0.8 14.4+0.1 3.4+0.2 7.3+0.5 10.5 160000
HI 73.8 11.8 5.0 2.5 6.9 10000
H2 72.4+1.4 13.840.8 4.94+0.4 4.0£0.6 4.94+0.2 50000
H3 78.4+1.0 13.0+0.1 2.4+1.0 1.9£0.3 4.3+0.2 3000
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Figure 1: SEM images of transverse composite sections recorded at low and high magnifica

investigated hemp fibers. Inset images have scale bars of 200 um and the background images 20 pum.

The microstructure was observed in transverse cross
sections using SEM (Figure 1). The figure shows the
fibers (light grey areas), the matrix (dark grey areas) and
the air filled voids described as porosity areas (black
areas). Increased porosities and cracks appeared inside
the epidermis on the fiber bundle surfaces of raw hemp
fibers (HO) and water retted (H1) hemp fibers (Figure
1). This resulted in incomplete impregnation of the fiber
bundles resulting in gaps between the matrix and the
fibers. This increase in porosity appeared to the highest
extent in composites reinforced with raw hemp bast and
water-retted hemp fibers due to surface impurities such
as epidermis and other pectin rich plant cells. In
contrast, hemp fibers defibrated by cultivation of C.
subvermispora (H2) and P. radiata Cel 26 (H3) were
well impregnated in epoxy since no porosity was
observed on the surfaces of the fibers (Figure 1).
Compared with raw (HO) and water retted fibers (H1),
fewer impurities appeared on the surface of C.
subvermispora (H2) and P. radiata Cel 26 treated fibers
(H3). It was in accordance with the chemical
composition analysis in Table 3 showing that residuals
were higher in the raw fibers (10.5%) and water retted
fibers (6.9%) as compared to the fibers retted with P.
radiate Cel 26 (4.9%) and C. subvermispora (4.3%).

Pectin was stained using ruthenium red by reaction
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with carboxylic acid side groups and shown as a red
colour in Figure 2. Pectin is commonly regarded as
intercellular glue having important functions in cell
growth and differentiation. However, in order to
separate fibers from a hemp stem, it is essential to
remove pectic contents by selective attack by bacteria
and/or fungi. As shown in Figure 2, compared to the
raw hemp fibers (Figure 2a), significant amounts of
pectin were degraded by water retting (Figure 2b) as
well as by cultivation of C. subvermispora (Figure 2c)
and P. radiata Cel 26 (Figure 2d). To be more specific,
large amounts of dark red staining materials
surrounding white areas are shown in Figure 2a. This
indicated that a lot of pectin existed in the raw hemp
fibers. A large amount of the same dark red area outside
the cell wall existed in Figure 2c, but the vast majority
of the dark red area between fibers has been removed
compared to Figure 2a. This indicated that a large
amount of pectin was degraded by cultivation of C.
subvermispora.

In Figure 2b, there was also a small area of dark red
on the fiber surface. However, there were almost no
dark areas remaining around individual fibers while
small dark areas appeared on the surface of the fibers
(Figure 2d). This result suggests that most pectin was
degraded by treatment with P. radiata Cel 26, which
corresponds to the results discussed above.




(a) HO: Raw hemp fibers
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Figure 2: Pectin stained in hemp transverse sections and hemp fiber surfaces using ruthenium red.

Conclusions

1. Compared to water retting and cultivation with C.
subvermispora, cultivation with P. radiata Cel 26 was
the most preferable pretreatment with highest selectivity
for pectin degradation resulting in 36% hemicellulose,
50% lignin and 82% pectin degradation and a minimal
loss of cellulose (14%).

2. SEM microscopy of hemp fiber reinforced
composites showed good epoxy polymer impregnation
after treatment with P. radiata Cel 26 and C.
subvermispora. In contrast, hemp samples treated by
water retting and the raw hemp fibers were badly
impregnated due to porosity caused by surface
impurities. And the surface impurities were in accord
with the chemical composition analyses showing that
residuals were higher in the raw and water retted fibers
as compared to the fibers retted in a controlled fashion
with P. radiate Cel 26 or C. subvermispora.
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Bioprocess Engineering for the Application of P450s

Abstract

The specific hydroxylation performed by P450 monooxygenases is highly interesting chemistry and hard to achieve
via chemical routes. However, this class of enzymes has only been implemented in industrial processes in a few
cases where growing cells have been the selected mode of operation. This can be explained by the many challenges
associated with the enzyme that needs to be overcome in order to reach the typical targets characterizing a
successful biocatalytic process. Typical challenges are the requirement of a cofactor, electron transporting redox
partner and hydrophobic substrates and products, which all set some constrains on the process. To enable focused
and directed development the bottlenecks needs to be identified for relevant systems. Theoretical identified
bottlenecks have been the basis for a hypothesis driven experimental approach with the aim to identify the
limitations of different model systems. These model systems have been evaluated based on reaction yield,
biocatalyst yield, final product concentration and space time yield. Realistically it can be seen that there are still
improvements necessary before P450 based processes in general fulfill requirements on economic viable processes.

Introduction

be reached. Three model systems, illustrated in Figure

Biocatalysis in general is a tempting alternative to
chemical catalysis especially due to the excellent
selectivity of reactions where conventional chemistry
requires several steps including protecting and
deprotecting. The specific hydroxylation of unactivated
hydrocarbons performed by P450 monooxygenases
(CYP) is a good example of this and furthermore, the
chemistry is difficult to perform using conventional
routes. P450 monooxygenases can be found in all
kingdoms and are besides the use in synthetic
production also interesting in pharmaceutical research
since P450s in the human liver are responsible for drug
metabolism. There are however some challenges
associated with the nature of the enzymes: cofactor
dependence (NADPH or NADH) and the requirement of
a redox partner transporting electrons from the cofactor
to the active site. These requirements make a whole cell
system a suitable biocatalyst form. Furthermore to
utilize the cofactor regeneration of the whole cell, and
avoid the addition of expensive cofactor, the cell needs
to be metabolically active, i.e. the catalyst needs to be
used in close connection to the fermentation. Despite
the excellent chemistry performed, the potential
processes need to be economically feasible and based on
threshold values for metrics such as space-time yield,
biocatalyst yield and final product concentration need to
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1, have been evaluated in this PhD project, provided by
project partners in the EC funded Marie Curie project
PAFIFTY.

Figure 1: Model systems applied in the PhD studies:
top, CYP102A1 expressed in E. coli hydroxylating 4-
ethylphenol [1]; middle, CYP153A expressed in E. coli
performing w-hydroxylation of lauric acid [2]; bottom,
CYP106A2 expressed in B. megaterium performing
15B-hydroxylation of cyproterone acetate [3].



Specific objectives
The objectives of the project are to:

e define the requirements and bottlenecks for an
industrial relevant process involving P450
monooxygenase

e evaluate different mode of operation (growing
or resting cells)

e cvaluate 2-phase systems
immiscible organic solvents

e explore oxygen supply strategies

e perform  environmental  and
evaluation of a selected process

involving water

economic

Results and Discussion

Fermentation processes have been set up for both E. coli
and B. megaterium based whole cell catalysts. The
individual model systems have subsequently been
evaluated in terms of what biological parameter is
limiting the biocatalytic process from reaching the
defined metric targets defined in Table 1.

Table 1: Target metrics values for high value chemicals
and pharmaceuticals.

Metric Growing cells Resting cells
Final  product

concentration 20 g/L 20 gL
Space-time yield 2 g/L/h

Biocatalyst yield 10 g/g cdw

The focus of the study has been the biological
parameters presented in Table 2. Another challenge
associated with P450 catalyzed reactions is the low
solubility of substrate. However, this is expected to be
overcome by means of immiscible or miscible solvents
or application of other solubilizing agents. Substrate and
product inhibition in combination with poor stability of
the P450 enzyme has been identified as common
challenges for all model systems. The poor stability of
the enzyme confirms that a whole cell system is an
appropriate form of the catalyst, since a protected
environment is offered. Substrate inhibition can be
overcome by e.g. substrate feeding, successfully applied
in the case of lauric acid hydroxylation. /n situ product
removal is more challenging in these systems since the
difference in chemical properties are very small
between the substrate and product. Overexpression in a
natural P450 expressing host such as B. megaterium
showed no indications of cofactor shortage whereas the
reaction catalyzed by resting cells with heterologous
expression in E. coli could be improved by external
addition of cofactor.

Table 2: Summarized limitations for model systems
studied.

Potential CYP102A1 CYPI153A CYP106A2

limitation expressed expressed expressed
in E. coli in E. coli in B.
HMS174 HMS174  Megaterium

MS941

Substrate X

inhibition?

Product

inhibition? X X

Cofactor X

limitation?

Transport

limitation?

Stability

issues of X X X

P450?

Conclusions

P450s catalyze very interesting reactions, with high
selectivity, difficult to achieve with conventional
chemistry. However, challenges associated with their
use in synthetic processes make them suitable only for
high value products. Furthermore, the full potential of
the host cell needs to be utilized and optimized in terms
of protein expression, cofactor usage and coupling
efficiency to minimize formation of reactive oxygen
species and unproductive consumption of cofactor and
oxygen.
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Design, Control and Analysis of Intensified Processes

Abstract

Integrated process design and control of an intensified process (reactive distillation) is presented. Simple graphical
design methods that are similar in concept to non-reactive distillation processes are used, such as reactive McCabe-
Thiele method and driving force approach. The methods are based on the element concept, which is used to translate
a system of compounds into elements. The operation of the reactive distillation column at the highest driving force
and other candidate points is analyzed through analytical solution as well as rigorous open-loop and closed-loop
simulations. By application of this approach, it is shown that designing the reactive distillation process at the
maximum driving force results in an optimal design in terms of controllability and operability. It is verified that the
reactive distillation design option is less sensitive to the disturbances in the feed at the highest driving force and has

the inherent ability to reject disturbances.

Introduction

Traditionally, process design and process control are
considered as independent problems, that is, a
sequential approach is used where the process is
designed first, followed by the control design. The
limitations with the sequential approach are related to
dynamic constraint violations, for example, infeasible
operating points, process overdesign or under
performance. Therefore, this approach does not
guarantee robust performance [1]. Furthermore, process
design decisions can influence process control and
operation. To overcome the limitations associated with
the sequential approach, operability and controllability
are considered simultaneously with process design, in
order to assure that design decisions give the optimum
operational and economic performance. In control
design, operability addresses stability and reliability of
the process using a priori operational conditions and
controllability addresses maintaining desired operating
points of the process subject to disturbances.

A number of methodologies and tools have been
proposed for addressing the interactions between
process design and control, and they range from
optimization-based approaches to model-based methods
[2]. In this work, integrated design and control of
reactive distillation processes as an intensified process
is considered, since process design decisions will
influence process operability and controllability.
Numerous design algorithms for multi-component
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separation systems with reactions have accompanied the
increasing interest in reactive distillation processes. In
design, the input and (selected) output variables are
specified and the task is to determine the optimal
reactive distillation process configuration (for example,
minimum number of stages), and the optimal design
parameters (for example, optimum reflux ratio, optimal
feed location) that achieve the given product
specification. It is intended to achieve the optimal
design in such way that it is also an operable process at
pre-defined conditions under presence of disturbances.
Pérez-Cisneros et al. [3] have proposed an element
mass balance approach to design the reactive distillation
processes, which employs the traditional graphical tools
similar in concept to design of non-reactive distillation
columns, such as McCabe-Thiele method and driving
force approach of Bek-Pedersen and Gani [4].
Moreover, Hamid et al. [5] have proposed an integrated
process design and controller design methodology.
However, their methodology covers the aspects related
to design and control of non-reactive binary distillation
processes. In this work, the method of Hamid et al. [5]
is extended to also cover a ternary compound reactive
distillation process (using element-based approach) and
criteria of selecting the optimal design and the controller
structure selection will be presented. In order to
demonstrate the application of the aforementioned
approach,  production of  methyl-tert-butyl-ether



(MTBE) from methanol and isobutene using a reactive
distillation column is considered.

Reactive Distillation Column Design

The computation of simultaneous chemical and physical
equilibrium plays an important role in the prediction of
the limits for conversion and separation of a specific
reactive separation process, particularly for the reactive
distillation systems. Using the Gibbs free energy
minimization approach, Pérez-Cisneros et al. [3]
proposed solution procedures where the
multicomponent chemical and physical equilibrium is
posed as an “element phase” equilibrium problem. This
transformation is based on the concept of chemical
model as proposed by Michelsen [6]. This concept is
derived from chemical model theory, where, the
equations of chemical equilibrium together with any
appropriate physical model yielding the chemical
potentials are incorporated into an element-based model
(called the chemical model). The main difference
between the chemical model algorithm and those
developed earlier, is the use of the chemical models in a
way that renders the chemical and physical equilibrium
problem formally identical to the physical equilibrium
problem for a mixture of element (representing the
system). Further details can be found in [7, 8] The
reaction for MTBE synthesis is given as follows:
Isobutene(C,Hy )+ Methanol (CH,0)U)  MTBE(C5H,,0)

It is evident that the selection of the elements has an
important role in the present formulation. They are
traditionally chosen as the “natural” chemical elements
present in the reaction mixture, but, indeed, one is free
to select any reaction invariant fragment of the
reactants. The element matrix is constructed based on
the rules provided by Pérez-Cisneros et al. [3] and it is
as follows:

Component
Element C,Hg (1) CH,0 (2) CsH,0 (3)
A 1 0 1
B 0 1 1

Therefore, the ternary system of compounds can be
reduced into a binary system of elements 4 and B and
the reaction can be rewritten as: 4+ BL 4B . The first
component (element A4) and the second component
(element B) form the third component (element A4B).
Having the ternary system of compounds represented in
form of a binary element system, similar graphical
design methods, that are applied to non-reactive binary
distillation column design, such as McCabe-Thiele
method can be used. However, in order to use the
McCabe-Thiele method, a reactive equilibrium curve is
required. The reactive equilibrium curve is constructed
through sequential computation of reactive bubble
points [3]. In order to generate the reactive data-set,
Wilson thermodynamic model for prediction of the
liquid phase behavior and SRK equation of state for
prediction of vapor phase behavior were used. Note that
the calculation of reactive vapor-liquid equilibrium

(VLE) data set is in terms of compounds. Therefore, a
ternary compound data set is obtained. To convert this
data set to be represented in form of a binary element
system the following expressions are used where mole
fractions of elements 4 and B are calculated in the liquid
phase:

W/ _ X+ (1)
X +xy+2x3
Wé— Xy +X3 (2)

B X +X, +2-x3
In the above equations W/ and W; are the liquid mole

fractions of elements 4 and B, respectively. For
calculation of the element mole fractions in vapor phase

(W and W), the equations used are the same as (1) and

(2) where instead of liquid molar fraction (x;), the vapor
molar fraction () is used.

The design task is to separate a binary element
mixture that is 70 mole percent element A (zy4r = 0.7,
zwpr = 0.3) into 50 element mole percent bottoms
product (W's = 0.50) and 99 element mole percent
distillate (W'ys = 0.99) product. Note that based on the
binary element reaction matrix, element A and B
correspond to isobutene and methanol, respectively. The
element feed flow rate is 100 Kg-mole element/hr at
300K and 1 atm. The operating pressure of the reactive
distillation column is 1 atm and pressure drop across the
column is assumed to be negligible. The reflux element
ratio (RR) is 2. The physical and chemical equilibrium
curve is constructed using the data set presented in Fig.
1. Theoretical reactive stages are calculated from the
reactive McCabe-Thiele method. A partial reboiler, total
condenser and chemically saturated liquid reflux are set
for the column. In order to design the described reactive
distillation column for MTBE synthesis, McCabe-Thiele
method is used. Fig. 1 depicts the reactive distillation
column design using reactive McCabe-Thiele method.
As it is shown in Fig. 1, the reactive distillation column
has five reactive stages.
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Figure 1: Reactive distillation column design. Reactive
McCabe-Thiele method for the MTBE reactive system.

In this work, the optimal feed location of the
reactive distillation column is determined using the
driving force diagram. Reactive McCabe-Thiele method
has been only used to determine the number of stages.
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The feed and product specifications are already known
since they were used in the reactive McCabe-Thiele
method. The optimal feed location at the maximum
driving force can be found using (3).

Ny =N(1-D,) ©)
In (3), N is the number of stages which was obtained
from the reactive McCabe-Thiele method (was found to
be 5); D, is the value corresponding to the maximum
driving force on the x-axis (Dx = 0.61). The optimal feed
location is identified using the additional rules for
driving force [4] and therefore it is stage 1 from the top
of the column.
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Figure 2: Reactive driving force diagram for MTBE
reactive system).

Optimal Design-Control Solutions

For each reactive distillation column design problem,
the driving force diagram is drawn and the design target
is selected at the highest driving force (see Figure 3).
From a process design point of view, at these targets,
the optimal design objectives can be obtained. From a
controller design point of view, at these design targets
the controllability and operability of the process is best
satisfied. The value of the derivative of controlled
variables y with respect to disturbances in the feed, d,
dy/dd and manipulated variables, wu, dy/du will
determine the process sensitivity and influence the
controller structure selection. Accordingly, dy/dd and
dy/du are defined as [9]:

2-(2)E)E

i) ) @

The values for d6/dx can be obtained from the process
(dynamic and/or steady state) constraints:

L (xrud 0..0) ©
and values for dy/df, dx/dd and dx/du can be obtained
from constitutive (thermodynamic) constraints:
0=g(u,x,y)-0 @)
The primary controlled variable is D.may, which is the x-
axis value corresponding to the maximum driving force
(DF;). This resembles the purity of element A at the
maximum driving force. The secondary controlled
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variables are the product purities, which are the desired
product composition at the top and bottom of the
column, W, and W,. The reason behind this selection
is that by controlling W, and W,* at the maximum
point of the driving force will require less control effort
in terms of reflux ratio (RR), and reboil ratio (RB) in the
presence of disturbances in the feed compared to any
other candidate point.

There are several key concepts in analyzing the
sensitivity of controlled variables to the disturbances in
the feed which are outlined as follows:

e The desired element product at the top and the
bottom is W, (product element composition at the
top, distillate product) and Wi (element
composition at the bottom, bottom product).

e At the maximum point of the driving force diagram,
W, and W’ (controlled variables) are the least
sensitive to the imposed disturbances in the feed.

e The design variables vector is y = [W4 W, ], x =
DF;, is selected on the y-axis of the driving force
diagram.

e The disturbances vector is, d = [Fy  zpy] (feed
flowrate and feed composition of element 4).

Using the above key concepts, the sensitivity of variable

y with respect to variable d, can be expressed as

follows:

aw!  dw!
dy | dFy ey |
dd | dwi  aw;
dr, dz

Wy

aw \(dpF \(aw' ) (aw!\( dDF \ aw’ ®
dprF, )\ aw; )\ dF, dDF; \ dw; )| dz,,

dw; \( dDF, [ aw; dw; |\ dDF, || dw;

dDF, \ dw; )| dF, dDF, \ dw; )| dz,,
Values of dFD;/d W,/ are calculated and shown in Fig. 4.
Note that in Fig. 4, two other points (points II and IIT)
which are not at the maximum are identified as

candidate alternative designs for a distillation column,
which will be used for verification purposes.
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Figure 3: Driving force diag;am for W,—Wjp separation
(reactive zone only — top figure) and its corresponding
derivative of FDi with respect to W,/ (bottom figure).



Furthermore, at point (I) the value of dFDi/dW. is
equal to zero. Therefore,

i a?
Q: dF/. dF,. z|:0 0:| ©)
ai|awt awz |70 o

de# de“

The controlled variables are defined as top and
bottom element A composition W,¢ and W, In this
case, the potential manipulated variables are reflux ratio
(RR) and reboil ratio (RB). (12) and (13) give the top
and bottom product compositions with respect to the
driving force. . Hence, they are differentiated with
respect to RR and RB. The best controller structure can
easily be determined by looking at the value of dy/du. It
can be noted from (10) that since the values of

dw! |dRR and dW? |dRB are bigger, controlling W,

by manipulating RR and controlling W.% by
manipulating RB will require less control action.

awi  aw;
dv _| dRR dRB {DF, 0 } (10)
du | dw?! dw! 0 -DF,

dRR  dRB

This is because only small changes in RR and RB
are required to move W,¢ and W,* in a bigger direction.
Note that most of the modelling of dynamic reactive
distillation operations has been done by introducing a
rate of reaction expression in the component mass
balances. However, when the chemical reactions
occurring are fast enough to reach the equilibrium (for
example, MTBE reactive system) chemical equilibrium
condition is implicitly incorporated into the element
mass balances through the functionality of the phase
compositions on the element chemical potentials [3].

The open-loop and closed-loop performance of the
system has been tested with the Proportional-Integral
(PI) controller in a discrete-time manner. The rigours
dynamic reactive distillation model [3] was used.

0.035%

—MTBE Top Compositon
0.033% —Setpoint

029%

0.027%

MTBE Top
Composition [mole%]

0.025%
0 50 100 150 200 250 300 350 400

Time (Samples)

—MTBE Bottom Composition
—Setpoint

MTBE Bottom
Composition [mole%]

0 50 100 150 200 250 300 350 400

Time (Samples)

Figure 4: Open-loop performance of Design (I) to a
disturbance in the feed.

Figure 4 and Figure 5 show the open-loop and
closed-loop performance of the system at maximum
driving force (Design (1)), respectively. The disturbance
scenario is that after 15 samples, the feed flowrate of
element A (isobutene) is increased from 70 kg-mole to
85 kg-mole (~12% step change in composition of

isobutene). This disturbance results in a change in total
feed flowrate by +15% and also a change in the feed
composition.

It can be seen in Fig. 7 that disturbance has been
rejected with least interaction between the loops and
both top and bottom compositions are well controlled
using the selected pairing obtained from the driving
force. Note that the control of the MTBE top
composition is achieved with very small changes in RR.
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Figure 5: Closed-loop performance of the control
structure for Design (I) to a disturbance in the feed.
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Conclusions

Integrated process design and control of a ternary
compound reactive distillation process was investigated
in this work. The optimal design-control solutions were
obtained analytically and verified through rigorous
dynamic simulations. It is verified that the reactive
distillation design option is less sensitive to the
disturbances in the feed at the highest driving force and
has the inherent ability to reject disturbances.
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Reactive Separation Technology: Biomimetic Enzyme Immobilization on
Polymeric Membrane

Abstract

Re-usability and stabilization of enzymes are important advantages of enzyme immobilization. Integration of
enzyme immobilization with membrane technology enables continuous operations, facile product purification, and
may prevent product inhibition. Despite these advantages, less than 20% of industrial catalytic processes currently
rely on immobilized enzymes, and less than 1% employs membranes for immobilization. This is due to the
inadequacy of the current enzyme immobilization techniques, which induce dramatic losses of enzyme activity.
Nature has exceeded such constraints by using anchoring methods that provide the structural flexibility needed for

efficient catalysis.

Introduction

Enzymes are now widely used industrially in new green
chemistry proceses. Many cellular reactions within
metabolic pathways are not catalysed by ‘soluble’
enzymes, but rather via one or more membrane-
associated multienzyme complexes. This has important
implications for the overall efficiency, specificity, and
regulation of metabolic pathways [1]. The core aim of
the PhD project is to examine and reproduce selected
methods of multienzyme immobilization that nature
uses in metabolic pathways to make biosynthetic
process more efficient and feasible. Immobilization of
enzymes on membranes permits the efficient reuse of

or-helix Hydrophobic fractions

Hydrophobicinteractions

enzymes, provides facile separation enzyme-product
and enhances enzyme stability [2]. Current techniques
of immobilization are often based on rigid covalent
bonds enzyme-membrane which often results in
significant reductions of flux across the membrane and
dramatic losses in the level of enzyme activity.

Specific Objective

A part of the whole project objective is to utilize
membrane systems for enzyme entrapment. Can the
immobilization be done in a smart way for enhanced
enzyme activity?

P =0

Phospholipid charge

d:

: !
Anchoring to

punctual points lonic

interactions

Figure 1: Strategies used by nature to maintain enzyme mobility and flexibility in/on membranes.
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Fouling induced immobilization
polymeric membrane

Reactive separation technology refers to the coupling of
selective biocatalytic conversion and product recovery
via filtration simultaneously. Membrane separation is
gaining its momentum due to limited amount of energy
required to perform the separation, besides being
inexpensive, and easy to operate and scale up [3]. In
addition, the porous structure of the membrane which
can function as a selective barrier as well as a support
for enzyme immobilization enables continuous
operation, facile product purification and prevents
product inhibition [4]. Enzyme immobilization can
furthermore enhance the overall productivity and
robustness by improving reusability and stability of the
enzyme and allow better control of catalysis process. In
an enzymatic membrane reactor (EMR), enzymes can
be either free in solution or immobilized in/on porous
structure of the membrane. Either free or immobilized,
the occurrence of enzymes makes membrane separation
in EMR prone to fouling. Even though fouling is always

enzyme on

seen as an undesirable effect in membrane technology,
previous studies have shown that fouling can be
exploited in a positive manner when it comes to enzyme
immobilization. Indeed, previous works by Luo et al.
[5] have shown that membrane fouling can be used as a
strategy for efficient enzyme immobilization, given the
similarities between the mechanisms promoting enzyme
immobilization and membrane fouling (Table 1).
Alcohol dehydrogenase (ADH) has been immobilized in
the support layer of a polysulfone membrane following
such technique, resulting in a significant increased
amount of enzyme loading per unit area of the
membrane [5]. However, the hydrophobicity of the
support layer was found to be unsuitable for the enzyme
microenvironment. ADH has been also selected for this
study, as it is known to be highly active but easily prone
to lose its activity under different conditions [6]. Several
attempts have been made to immobilize ADH, and in all
cases it was found a trade-off between activity and
stability of the enzyme [6].

Table 1: Similarities between membrane fouling and enzyme immobilization mechanisms [5].

Fouling types Behavior description Immobilization
mechanisms
Adsorption fouling Particles are adsorbed in/on membrane by hydrophobic and  Adsorption
electrostatic interactions
Pore blocking Particles are entrapped or embed in membrane pores Entrapment

Membrane surface
modification by foulants

Particles are combined with membrane by chemical binding
between their functional groups

Covalent coupling

Combined fouling or
inorganic-organic fouling

or “cake” layer or among particles)

Particles are combined with membrane by chemical cross-
linker (acting as “bridge” between particles and membrane

Cross-linking

Biofouling
membrane

Microorganisms or bioactive particles grow or adhere on

Affinity

Current work

The current work is basically to address the main
problems when entrapping enzyme on the surface of the
membrane where low enzyme loading and severe
enzyme leakage were observed. For this purpose,
alginate is selected as the agent for enzyme entrapment
as it gives natural microenvironment to the enzyme,
biocompatible and ease of gelation. A stable alginate gel
layer was induced and attached on the surface of
polysulfone membrane using dopamine. It is worth
mentioning that the induction of the gel layer was
simultaneously with the immobilization of enzyme, in
this case Alcohol dehydrogenase (ADH). EMR was then
applied in the conversion of formaldehyde to methanol
which requires cofactor of  B-nicotinamide adenine
dinucleotide (NADH). The model reaction is the final
part of a three steps biocatalytic reaction to convert
carbon dioxide to methanol.
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Novel encapsulation technique for incorporation of high
permittivity fillers into silicone elastomers

Abstract

The approach investigated here is a new type of encapsulation based on a recently developed flow-focusing
microfluidic technique. A versatile and robust microfluidic device has been designed and fabricated, which allows
for preparation of core-shell microspheres of extremely narrow size distribution. This encapsulation method allows
to uniformly distribute high dielectric permittivity polar liquids within hydrophobic poly(dimethyl siloxane) films.
The study reveals a potential of PDMS/water composites as a promising dielectric electroactive material.

Introduction
There is no unequivocal answer to the question of what
increases  actuation  performance of dielectric

electroactive polymers most efficiently. The actuation
performance of a DEAP, which in other words can be
described as strain produced on elastomer when
applying electric field and can be defined as
S=ego&,Y'V2d? (1), where g and & are vacuum
permittivity and relative permittivity, respectively. Y is
the Young’s modulus of material, V is applied voltage
and d thickness of investigated elastomer. According to
equation (1) there are four parameters that can be
altered in order to increase the actuation performance.
These are &, Y, d and the maximal value of quotient V/d
which is defined as the breakdown strength of the
polymer composition. Goswami et al. discussed merits
of varying these parameters and concluded that
modification of relative permittivity of material gives
most prominent results and leaves most room for
improvements [1].

Different approaches have been performed in order
to increase relative permittivity of dielectric elastomers.
One of the most frequently reported methods is based
on mixing elastomers with high permittivity fillers like
carbon nanotubes, carbon black, titanium dioxide etc.
[2,3]. Composites containing different amounts of fillers
can potentially improve not only the actuation
performance but also mechanical properties of final
material. Increasing attention is also attracted towards
grafting of polar molecules onto the silicone polymer
backbone, which significantly improves the dielectric
permittivity without compromising its high inherent
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breakdown strength and increasing dielectric loss [4].
As alternative to methods described above, Opris et al.
[5] presented a novel way of incorporation of
conductive fillers encapsulated within an insulating
shell into elastomer networks. In their approach
poly(aniline) (PANI) was encapsulated in poly(divinyl
benzene) (PDVB) forming capsules smaller than 1 pm,
which were later dispersed in poly(dimethylsiloxane)
(PDMS) films. In this way the filler particles were
efficiently separated from each other by non-conductive
layers preventing formation of conductive paths
throughout the material. By applying this technique they
successfully improved the relative permittivity of
PDMS based composites keeping breakdown strengths
at acceptable levels.

In this work we focus on preparation of liquid-core
microcapsules of extremely narrow size distribution and
incorporating them into PDMS matrix. We show how
different amounts of encapsulated filler influence
mechanical and electrical properties of the formed
composites.

Experimental

Thiol-ene-epoxy tailored flow-focusing microfluidic
device was used in order to prepare water containing
PDMS microcapsules, which were subsequently
incorporated into PDMS films (Sylgard 184 mixed in
ratio 13:1). 10, 20, 30 wt.% of microcapsules were
introduced to composites, which corresponded to 1.5, 3
and 4.5 wt.% of incorporated water, respectively. All
PDMS formulations were studied in terms of
mechanical and electrical properties. Frequency sweep



tests performed on Ares G2 TA Instruments rheometer
were conducted in order to determine both storage and
loss moduli of investigated compositions. 25 mm of
diameter and 1 mm thick disc samples were tested in the
frequency range between 100 Hz and 0.001 Hz and
under controlled strain mode (2% strain) at room

temperature.  Novocontrol ~ broadband  dielectric
spectrometer was used to investigate dielectric
permittivity, dielectric losses and conductivity of

samples. 20 mm of diameter and 1 mm thick disc
specimens were tested in the frequency range between
10° Hz and 10! Hz.

5
Figure 1: Microscope images of the microcapsules

obtained from flow-focusing microfluidic device.
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Figure 2: Microscope images of crosslinked PDMS
films with incorporated core-shell microspheres.

Results and discussion

The prepared films are stable and free-standing at the
current film thicknesses and have considerable strength
when handling them. Rheology measurements were
carried out on four different specimens and results
summarizing changes of storage modulus as function of
frequency were plotted in Figure 3.
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Figure 3: Storage modulus of unfilled elastomer and

different PDMS-microcapsules.

It can be seen clearly that curves representing storage
moduli of all tested compositions indicate nearly
identical elastic behavior when applying small stresses.

In all cases the elastic modulus at plateau region (from
10" — 10 Hz) varies from 55 kPa to 60 kPa. These
small differences are within the range of measurement
error and therefore it can be assumed that incorporation
of core-shell microspheres of the structure described in
our study does not influence significantly the
viscoelastic behavior of tested PDMS compositions.
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Figure 4: Relative permittivity of elastomer reference
and different PDMS-microcapsules composites.

As described previously, the main reason for
introducing microcapsules into PDMS films is to
enhance the relative permittivity of final product
without compromising other dielectric and mechanical
properties. As can be seen in Figure 4 the dielectric
constant of Sylgard 184 was successfully increased by
incorporation of water-core microcapsules. The values
of & measured at frequency of 10° Hz indicate an
increase from 2.8 for unfilled network to 3.6 for
composite containing 30 wt.% of microcapsules (4.5
wt.% of water). Conductivity was proved to remain at
nearly same level for all tested compositions. This
implies that each portion of water in investigated
systems was hermetically encapsulated within PDMS
insulating shell and therefore conductive pathways
throughout the material were unlikely to appear and
wherefore the overall conductivity remained almost
unaffected.

Conclusions

In this pioneer approach we present results of
incorporation of high dielectric constant polar liquids
into hydrophobic PDMS elastomer. Encapsulated water
significantly increased the relative permittivity of
PDMS without compromising its mechanical properties
and resistivity.
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Novel Strategies for Control of Fermentation Processes

Abstract

Industrial fermentation processes are typically operated in fed batch mode, which poses specific challenges for
process modelling, monitoring and control. This is due to many reasons including non-linear behaviour, and a
relatively poor understanding of the system dynamics. It is therefore challenging for the process engineer to
optimise the operation conditions, due to a lack of available process models, and complex interactions between
variables which are not easy to define, especially across scales and equipment. The aim of this work is to develop a
control strategy which is applicable to industrial scale fermentation processes. The scope of this project is to
consider modelling approaches in order to characterise fermentation batches, including both mechanistic and data
driven strategies. Utilising the model as a tool for process monitoring, can then aid control strategy development.
This work is completed in collaboration with Novozymes A/S and considers an industrially relevant fermentation

process.

Introduction

Bioprocesses are inherently sensitive to fluctuations in
processing conditions and must be tightly regulated to
maintain cellular productivity. Industrial fermentations
are often difficult to replicate across production sites or
between facilities as the small operating differences in
the equipment affect the way the batches should be
optimally run. In addition, batches run in the same
facility can also be affected by batch variations in the
growth characteristics of a specific cultivation. For
these reasons it is important to have optimal control of
the process to achieve the desired product quality and
yields. It is especially important to regulate feed rates
and achieve the highest productivity without over
feeding the system.

Over feeding increases production cost, due to
expensive raw materials [1], and also produces
unwanted metabolites. There is demand therefore to
research  strategies to continually monitor the
performance of a fermentation which is universal across
equipment, and to design control systems which quickly
and accurately respond to maintain the process within
tightly controlled conditions.

Discipline

This research project focusses on the discipline of
Industrial fermentation technology and is conducted in
collaboration with Novozymes A/S.
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Specific Objectives

The overall objective for this work is to develop a
control strategy which is applicable to an industrial
scale fermentation process. In order to achieve this goal,
the following objectives are described:

e Literature review of control strategies applied
to fermentation systems to assess the state of
the art. This is focused on feed strategy
development.

e A study of fermentation modelling to include
both black box modelling and mechanistic
modelling approaches.

e Development of a process model which
characterises the process of interest operating
at Novozymes A/S.

e Development of a control strategy which
utilizes the model developed in the previous
stage of the work to control the feed rate in the
fed batch operation.

Modelling approaches

Models for fermentation processes are typically
combinations of mechanistic models with empirical
relations [2]. One challenge of mechanistic modelling is
a lack of measurements for important variables such as
biomass concentration, product concentration or
substrate concentration [2]. There are however



successful applications of mechanistic models applied to
fermentation  processes, including work  from
Novozymes A/S [1][3] involving the modelling of
filamentous fungal fermentations.

There is also a vast amount of data generated from
each processing batch which can be investigated using
data driven modelling methods. With a lack of detailed
knowledge of the process this can be a powerful tool to
determine trends in the data. A useful method, which
has been applied in this project is multivariate analysis
applied to batch process data [4]. Future work is
continuing with this approach as part of this study.

Modelling approaches should combine process
understanding whilst utilizing available data. Given a
robust process model it may be possible to apply
optimization algorithms [2] in order to guide process
optimization, and control strategy development.

Control strategy approaches

Control strategy development must consider the cost of
implementation balanced with the benefits brought
through process optimisation [S]. Due in part to the
resources and time associated with modelling, it is
common to use a simple monitoring approach to feed

Table 1: Comparison of 8 advanced control strategies
to assess the benefits and disadvantages for application
to fermentation processes
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non-linear dynamics Yy vV
unpredictable dynamics vy vy vy
Provides process insight v v
Requires past data set X X X
Requires model X X
Requires user experience X X X

control. This is typically single input, single output,
whereby the feed rate is regulated based on a measured
variable, for example the dissolved oxygen. There are
many more advanced control strategies developed in the
literature which show promise for more optimal control,
however the application in industry is limited. A
literature review of advanced control strategies applied
to fermentation systems has been completed, providing
an overview of the current state of the field. Table 1
shows some considerations for each strategy which has

been reviewed, showing the benefits balanced with the
requirements for development.

The control strategy employed will depend on the
results of the modelling stage of this project, as well as
discussions with the collaborating company.

Conclusions

By combining data driven methods and mechanistic
modelling techniques it is possible to characterise the
industrial fermentation system. The model developed
will then be used for process optimization studies, and
finally provide a focus for control strategy development.
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Enzymatic Hydrolysis of Xylan Integrated With Membrane Technology: Free
Enzyme System

Abstract

The needs to find alternative source of energy has led to the discovery of new environmentally materials especially
hemicellulose. Xylan is one of the major components that comprises in hemicellulose has becoming the main focus
in hydrolyzing it to monosaccharides so that it could be used further for the production of biofuel. In this study, a
commercial xylan from beechwood was used to depolymerize it into xylose. Nanofiltration membrane with
molecular weight cut off (MWCO) 1kDa was employed in the dead-end filtration system and the enzymatic

hydrolysis was done in a free enzyme system.

Introduction
The recent interests of exploring new materials for
producing renewable fuel have led to many studies in
this area. Despite of that, these alternative materials
would be appreciated if they are being recycled or
abundant, hence giving the added value to the products.
One of the most become concerns by researchers
nowadays due to its value is lignocellulosic material.
According to Saha, (2003), one of the most abundant
components that comprises of hemicellulose is xylan; a
heterogenous polysaccharides consisting of backbone of
B-1,4-linked xylopyranosyl units, half of which are
linked to acetyl, o-methylglucuronyl, or L-
arabinofuranosyl residues [1]. They are most commonly
found in hardwood hemicellulose [2] mainly in the
secondary cell wall and is considered to be forming an
interphase between lignin and other polysaccharides [3].
Degradation of xylan has said to be a resource for
energy in future [4]. Due to its great abundance in
nature, xylan offers a potential to be consumed once it is
converted into xylo-oligosaccharides and xylose [5].
Therefore, a mixture of significant enzymes that
involves in the enzymatic hydrolysis of xylan is
required to deconstruct xylan into a simple
monosaccharide prior to biofuel production. The
enzymatic hydrolysis includes endo-B-1,4-xylanase, -
D-xylosidase, a-L-arabinofuranosidase, o-
glucuronidase, acetyl xylan esterase and ferulic esterase

[61.
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Although the total breakdown of xylan requires the
cooperative action of many enzymes (endo-f-1,4-
xylanase, B-xylopyranosidase, a-L-arabinofuranosidase,
acetylxylan esterases, a-D-glucuronidase), the key
enzyme is the endo-B-1,4-xylanase because it cleaves
the internal glycosidic bond of the polysaccharide [7].
This is also in agreed with Dodd and Cann (2009),
saying that endo-1,4-B-xylanase is one of the critically
vital enzymatic activities for the depolymerization of
xylan for which it cleaves the B-1,4 glycosidic linkage
between xylose residues in the backbone of xylan.

Specific Objectives

The main purpose of this project is to combine enzyme
reactions and membrane separation, in an integrated
manner, in order to increase the conversion and
productivity of such reactions. The use of membranes
for simultaneous removal of products from the enzyme
reaction reduces possible product inhibition, and allows
to reuse enzymes and to obtain the product in the range
of sizes that we are interested in.

In addition, there are two main objectives were required
to be accomplished for this particular study:

1. Evaluation on the filtration behaviour of
endoxylanases and xylosidases on a
beechwood xylan solution in a free enzyme
reactor system.

2. Designing different configuration of enzymatic
hydrolysis for maximizing the yield



Results and Discussion

In this research works, a dead-end filtration system was
employed and hence the batch mode was applied.
Consequently, the mass of the filter cake build up until
all the cells are deposited whereby the filtration process
will no further proceed [8]. The particles are gradually
deposited on the surface of the membrane after
equilibrium is established between the convection and
diffusion processes. In the membrane separation
process, polarization concentration cannot be avoided,
and one consequence is an important reduction of
permeate flux [9].

The linear graph of reciprocal flux with respect to
the permeate volume was said to follow the cake-
filtration model and the reduction of permeate flux was
mainly caused by the internal pore blocking and the gel
layer formation on the membrane surface as shown in
Figure 2, corresponded to a longer filtration time.
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Figure 1: Reciprocal flux as a function of the permeate
volume with a. 1% [E/S] xylanase b, 1% [E/S]
xylosidase.

Figure 2: Formation of gel layer on the membrane
surface reduces the permeate flux

Table 1: Xylan hydrolysis (%) for different
configurations of enzymatic hydrolysis with xylan 5 g/
Xylan
Design configuration hydrolysis
(%)

Xylanase +xylosidase (reaction & 18.16 £ 0.58

filtration)

Xylanase + xylosidase (reaction) 30.19 + 1.46

Xylanase (reaction & filtration) + 20.95+0.76

Xylosidase (reaction) — cascade

Xylanase + xylosidase (reaction) then 28.01 + 1.47

filtration

Combination of both enzymes in the hydrolysis of
xylan was expected to give a better hydrolysis as

compared to a single working enzyme. There were 4
different configurations designed in order to maximize
the yield of hydrolysis. In Table 1, it was found that the
experiment without simultaneous filtration had given
the maximum yield. In contrast, the least yield was
recorded by the configuration with both simultaneous
filtration and reaction. Less interaction time between
xylooligomers and xylose before it passed through the
membrane might be a factor to have fewer yield in
permeate.

Conclusion

In conclusion, the combination of xylanase and
xylosidase without simultaneous filtration for xylan
hydrolysis had shown significant improvement as
compared to the individual hydrolytic enzyme as well
the other configurations The internal pore blocking was
found to be the main fouling mechanism that
substantially reduced the permeate flux especially for
the hydrolysis with xylanase. .
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Acid and Abrasive Resistant Coatings for the Heavy Duty Industry

Abstract

Acid and abrasive resistant organic coatings have found their uses as cheap alternatives to ceramics and metal alloys
as protective measures in the heavy duty industry. Despite the use of these coatings, there are still knowledge gaps
when it comes to chemical interactions in the polymer matrix with aggressive species, as well as the combined
erosion/corrosion mechanism that occurs when acidic chemicals are combined with abrasive particles. Development
and research in this area has commenced, leading towards the construction of test equipment capable of exposing
chosen coatings to simultaneous abrasive and corrosive environments, investigating effects of process and

formulation variables and possible synergistic degradation mechanisms effects.

Introduction

The heavy duty industry displays a large variety of
corrosive and environmentally damaging compounds in
need of proper containment. With the added effects of
hostile environments such as elevated temperatures and
abrasive particles, structural material is put to the test.
The use of protective coating technology provides a
chemical barrier between the process solutions and the
structural substrate, thus giving a desired chemical
inertness while retaining the physical properties.

Organic coatings are polymeric materials similar to
plastics, commonly seen as decorative paints. They are
capable of adhering to a surface or a substrate to create
a continuous thin film, and thermoset coatings are
capable of hardening on the substrate with the addition
of a curing agent.

Protective coating technology has found its uses in
flue gas desulphurization plants, rail car tanks and
cobber mineral leaching, among others. The coatings
are based on the chemical resistant epoxy technology,
with the front runner being a styrene-cured epoxy vinyl
ester, see Fig. 1, often reinforced with glass mats.
Organic coatings are cheap alternatives to installing
ceramic linings or using high grade acid resistant alloys,
though they are considered more risky and are not as
durable when it comes to wear resistance [1][2].

Never the less, the cost factor is enough for certain
end-users to choose organic coating protection. They are
often end-users who do not have much capital funding,
or those whose goal is more short-sighted, such as being
bought by larger companies after generating a net profit.
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Figure 1: Structure of a repeating unit of bisphenol A
epoxy vinyl ester cured with styrene.

Objectives

While currently in the initial steps of the project, efforts
have been made to unearth all previously published
work on the subject of acid and wear resistant organic
coatings, and protective measures in acidic and/or
abrasive environments.

The project will have emphasis on practical
application as well as developing the research field
academically, focus points include:

- Investigating physical and chemical degradation

mechanisms and establishing predictive models

- Studying the effects of process and coating

formulation variables

- Developing and constructing tests equipment

capable of simulating abrasive slurry or/and
combined acidic exposure

- Proving concept by on-site testing chosen

coating candidates

Results and Discussion
When exposing organic coatings to acidic and abrasive
environments they are physically worn down while



acidic chemicals slowly diffuse through the coating film
and interact, if possible, with the cured resin. The resin
types capable of resisting acid exposure have been
identified and, as mentioned in the introduction, include
epoxy technology such as epoxy vinyl ester but also
bisphenol A, F and novolac type epoxies are relevant.
Despite showing excellent chemical stability, both vinyl
ester and amine cured epoxy matrices are not
completely inert in acidic solutions, as shown in Fig. 2.
The amine and ester linkages are susceptible to acids,
where long term exposure can cause cracks and stress in
a coating film, increasing diffusivity through the coating
and thus decreasing its effective protection.

R3N + HX — (RsNHHX"

u g
RI—C‘—“ORz + Hzo « R]"‘C_OH + RzOH

Figure 2: Chemical degradation of amine cured epoxy
(top) and epoxy vinyl ester (bottom) in acidic solution

[31[4].

Other important factors like curing agents, curing
conditions and pigmentation have also been considered.
They can have great effect on the chemical stability of
the polymer matrix and diffusion rates of aggressive
species through the coating film as well as the effective
abrasive resistance [5][6].

The effects of sulfuric acid exposure on amine cured
epoxies, is subject of little research though postulates
such as those seen in Fig. 2 exist. Furthermore, acid
exposure with abrasives present has not been thoroughly
investigated. Are they synergistic? Which is dominant?
What are the most effective methods to improve
protection and lifetime? Both acid exposure and
abrasive wear are important to understand if one is to
develop or improve the protection of organic coatings.
Therefore test equipment capable of simulating the
effects of either or both simultaneously is being
developed to further the understanding of protective
coating applications. The test equipment will be able to
vary key process conditions such as temperature, flow
rates, pigmentation + acid type and concentration as
well as coating formulation variables such as hardener
content and binder type. All of which have profound
impact on the coating’s effective lifetime and
performance [7][8].

Conclusion

Organic coatings have proved to be useful in providing
cheap protection of vulnerable substrates in highly
acidic and abrasive environments. Yet some of the
underlying details of chemical interaction as well as the
combined acid/abrasive exposure have only lightly been
covered. It is essential to further the understanding of
these topics to improve the products made for the
industry. Having outlined the main areas of acid
protective coating use as well as collected knowhow of
coating chemistry and application, it is now possible to

commence design of test equipment to better understand
and analyze the underlying causes for failure and
success.
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Ash Chemistry in Circulating Fluidized Bed

Abstract

A Low Temperature Circulating Fluidized Bed System gasifier allows pyrolysis and gasification to occur at low
temperatures thereby improving the retention of alkali and other elemental species within the system. The aim of the
PhD project is to study the behavior of alkali metals and biomass ash in a Low Temperature Circulating Fluidized
Bed System. The focus of the study is ash transformation in the reactor system and bed de-fluidization.

Introduction

Gasification of herbaceous based fuels poses a large
potential for power generation. Herbaceous fuels
however, contain high amounts of alkali metals which
get volatilized at high temperatures and form salts of
low melting points and thus condense on pipelines,
reactor surfaces and cause de-fluidization. The low
Temperature Circulating Fluidized Bed Gasifier [1-2],
functions without in-situ ash sintering and deposit
problems and most potassium and chlorine are simply
retained in a separate biomass ash stream. In this way a
fuel-gas with low alkali content and a relatively high
calorific value is produced that can be used for power
production by use of a boiler.

Low Temperature Circulating Fluidized Bed System

As shown in Figure 1, the LT-CFB process consists of
two reactors. The biomass fuel enters the first reactor
which is the pyrolysis chamber. The fuel is pyrolysed at
around 650°C due to good thermal contact with mainly
re-circulated sand and ash particles from the char
reactor. The heat for the pyrolysis reaction is thus
provided by the sand bed particles and hot re-circulated
char and ash particles. The residual char, pyrolysis
gases and inert particles are led to the primary cyclone,
which separates char and inert particles to a bubbling
bed char reactor. In this reactor, the char is exposed to
air to undergo gasification, at temperatures typically
around 730°C. Some steam or water may also be added
in order to improve the conversion of char and limit the
reactor temperature.
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Figure 1: LT-CFB flow diagram [1-2]

The exit stream out of the pyrolysis chamber has a
lower temperature compared to the temperature in the
char reactor. Consequently, only small amounts of alkali
species and ash components get carried off with the
product gas and can therefore be separated efficiently in
the cyclones. Moreover, the relatively low temperatures
in the process limit the tendencies of de-fluidization in
the system.



Objectives of the PhD Study

The aim of the PhD project is to study the behavior of
alkali metals, Cl, S and biomass ash in a Low
Temperature Circulating Fluidized Bed System. The
focus of the study is on release of ash species with exit
gas from the reactor system, ash transformation and bed
de-fluidization.

Study of ash chemistry in the LTCFB Gasifier

To understand the behavior of alkali and ash in LTCFB
reactors, exit gas measurements were made on al00 kW
LTCFB gasifier at Rise and on a 6MW LTCFB gasifier
at Kalundborg. In addition to dust particle
measurements, secondary cyclone ash bottoms and bed
material samples from the gasifier were collected and
analyzed with respect to their inorganic elemental
composition. Also SEM and TGA analyses were
performed on collected samples. The fuel used for all
the plant runs was Danish Wheat Straw.

Observation and Results from the measurements in
the LTCFB Gasifier

The dust loading in the product gas leaving the LTCFB
gasifier for the 100 kW plant at Rise was measured to
be 8-11 g/Nm* In the 6 MW plant at Kalundborg, the
particle concentrations were found to lie within the
range of 20-30 g/Nm?’.The ash content of the collected
samples were also analyzed using TGA. The TGA
analysis of the cyclone ash collected from the secondary
cyclone bottoms and the dust samples in the exit gas
showed that the samples were reasonably similar. Both
the samples were found to contain about 35-40% char
and 45-50% ash, rest being volatile (5-6%).

An overall ash balance on the LTCFB system was
done. About 8-10% of the total ash in the fuel was
found as dust in the product gas and 40-80% retained in
the cyclone bottoms. The unaccounted fractions
included the fractions retained within the system leading
to accumulation of ash within the gasifier system. The
release of the inorganic elements in the system was
investigated from the inorganic elemental analysis
obtained from the samples collected during the various
plant runs at the 100 kW and 6 MW LTCFB gasifiers.

Table 1: Results of mass balance from measurements in
100 kW LTCFB gasifier

Secondary
Cyclone Ash Dust (%) Unaccounted (%)
(%)
K |Si|Ca|Cl|K |Si|Ca|Cl|S|K|Si|[Ca|Cl|S
49 (47 (33 {22139 |11 [10]3|38|44|56|68]|89

Table 1 shows the fractions of K, Ca, Cl, Si and S in
the fuel that were retained in the secondary cyclone ash
or released with the dust in the product gas. Table 1 also
shows the unaccounted mass fractions of the elements
obtained by closing the mass balances. That an element
is unaccounted for could mean that it is accumulated in
the bed material or that it is released as gas phase
species with the product gas. In the cases of Cl and S,
gas phase species (CH3;Cl, HCl, HsS, COS) probably

account for a large part of the unaccounted fraction,
while in the case of K, Si and Ca, a large unaccounted
fraction indicates that the K, Si and Ca from the fuel
accumulate in the bed material. It can be seen from
Table 1 that about 50% of K and 30% of Ca in the fuel
was retained in the secondary cyclone ash. About 20%
of the chlorine from the fuel was retained in the cyclone
ash in the range of along with K and Ca indicating the
presence of chlorides in the cyclone ash. About 40-60%
of K and Ca were unaccounted for, indicating
accumulation in the bed material. Si was found to be
removed in substantial amounts with the cyclone ash (in
the range of 50%). S was found to be removed by the
cyclone in lower amounts in the range of 8-20%.
Similar trends were observed in the dust particles in the
exit gas (Table 1), even though the values for the
retention of the inorganic elements in the dust were low
compared to cyclone ash. K (13%) and Ca (11%) were
seen in pre-dominant amounts in the dust along with Si
(9%) and CI (10%), probably present as silicates and
chlorides. S was found to be in low amounts in the dust
in exit gas (3%). The high fractions of Cl and S (70-
90%) unaccounted for in the mass balance are attributed
to release of S and Cl in gaseous form. The composition
of cyclone ash and dust samples collected during the
various plant runs is shown in Table 2.

Table 2: Composition of the inorganic elemental
species in secondary cyclone ash and dust samples in
exit gas collected during plant runs in 100 kW LTCFB
gasifier [3].

% wt. K Si Ca Cl S
Secondary
Cyclone | 73 16 250 | 096 | 0.15
Ash
Dust | 67 | 105 29 15 0.19

The remaining fractions in the cyclone ash and dust
(not shown in the Tables) included char (as evident
from the TGA analyses) and traces of other inorganic
elements present in small amounts. The cyclone ash was
found to be dominated by Si, K and Ca. The dust
particles in the product gas showed similar trends,
although with lower fractions of Si, K and Ca as
compared to the cyclone ash. The amount of CI in the
cyclone ash and dust particles was about 1-1.5%, while
S was found to be present in low amounts (0.15-0.2%).
This shows that the cyclone ash and dust particles are
dominated by silicates.

The molar ratios of K to Cl in the secondary cyclone
ash and in the exit gas dust particles were found to be
high (3-7), showing that K was present in substantial
amounts in other forms than KCI. The tar in the exit gas
collected in the Petersen Column during the plant run in
the 100 kW LTCFB gasifier was analyzed. The tar
present in the product gas showed very low amounts (<
0.004%) of the inorganic elements, corresponding to
less than 0.002% of the respective elements in the fuel.
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These results indicate low probabilities of release of the
major inorganic elements with tar in the gasifier.
Finally, the exit gas during the plant run in the 100 kW
LTCFB gasifier was analyzed for the presence of
methyl chlorides, to investigate the presence of Cl in
gaseous form. The measurements showed 90-100 ppm
of methyl chlorides in the exit gas [4], corresponding to
about 15% of the Cl present in the fuel. As mentioned
earlier, Cl could also be released in the gaseous form as
HCL

A cyclone model was developed to study the role of
the cyclones in ash release and retention in the LTCFB
system. Modeling predictions for the fraction of ash
retained in the cyclone bottoms and that entrained with
the exit gas, respectively, were close to the measured
values for the 100 kW LTCFB gasifier and the 6 MW
gasifier. This confirms that the cyclone design plays a
crucial role in determining the release and retention of
solid ash particles from the LTCFB system.

De-Fluidization of ash (bed material) samples from
Pyroneer Gasifier
A major problem often encountered in fluidized beds is
bed agglomeration, which may result in total de-
fluidization, leading to unscheduled downtime and
additional costs. The above problems are found to be
critical in fluidized bed combustion and gasification of
biomass fuels which have high ash and alkali contents.
The main aim of this study was to understand the
agglomeration and de-fluidization behavior of alkali
rich ash (bed- material) samples obtained from the 6
MW Pyroneer Gasifier, under non-oxidizing conditions.
To begin with, experiments were first performed with
Sand-K mixtures with varying K concentrations.

.

Figure 2: Fluidized Bed Set up for De-fluidization
studies, T1,T2, thermocouples; P1, Pressure Indicator;
H1-H4, Heating elements.

[-

The experiments were performed in a pilot scale
fluidized bed set up as shown in Figure 2. The feed
samples were fed to the reactor from the top before the
start of the experiment. The particles inside the reactor
were fluidized using nitrogen gas as shown in the Figure
2. The exit gas leaving the reactor was cleaned of any
entrained particles in a cyclone, before being released
through ventilation. The pressure drop over the bed was
monitored by two pressure transducers at the top and at
the bottom of the bed as shown in Figure 2. The reactor
was electrically heated by three independently
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controlled heating elements and the temperatures
increased at a constant rate during experiments.
Temperatures were measured through thermocouples
inserted just above the distributor plate and in the
freeboard. The operating velocity of the fluidizing gas
(U) was maintained at twice the minimum fluidization
velocity (Uns). De-fluidization in the system was
observed by a sudden drop in the pressure and the
temperature at which it occurred was defined as the de-
fluidization temperature.

Observations and Results from the De-fluidization
experiments

Table 3: De-fluidization temperatures of Sand+ KCl
and Sand+ K,CO3 mixtures

Sand + KClI Sand+ K>CO3
Potassiu ﬂu]ijdei_zation Potassium | De- fluidization
m content% 0 content % | temperature,’C
temperature,’C
2 766 1.5 737
4,5 762 45 732
6.5 756 6.5 728

The de-fluidization temperatures obtained for sand +
KClI and sand + K,COs mixtures are shown in Table 3.
Sand + KCI mixtures and sand + K,COs mixtures were
de-fluidized at about 760°C and 730°C, respectively.
The de-fluidization temperatures decreased slightly (4-
6°C) with increase in K concentration. The SEM images
of Sand+ KCI mixtures showed pure KCl in between
sand particles. This shows that there was limited
reaction between KCI and the sand particles. The SEM
images of sand + KoCO3 mixtures showed two distinct
phases. The inner phase is rich in Si, which is
surrounded by a coating layer rich in K and Si. The
coating layer around the particles could be due to the
formation of an eutectic melt of K-silicates, formed
from the reaction of K,CO; with silica in sand. These
observations indicate that agglomeration in sand and
K>COs3 mixtures are coating-induced agglomeration.
The de-fluidization experiments were then performed on
ash (bed material samples) obtained from the Pyroneer
Gasifier. The results of the above experiments are
shown in Table 4.

Table 4: De-fluidization temperatures of bed material
samples from Pyroneer Gasifier

% K Defluidization temperature,’C
4.7 780
43 785

As can be seen from the Table, the Defluidization
temperatures of 4.2% ash was about 785 °C  and for
4.7% ash was 780 °C. Similar to the sand + K,COs
mixtures, SEM images of the ash samples showed two
distinct phases; the inner ash layer (spectrum 2,



dominant in Si) is surrounded by a coating layer
(spectrum 1) rich in K, Ca, Mg and Si. This shows that
the elements K, Ca and Mg have reacted with Si
forming a coating layer of eutectic melts of silicates
around the bed particles. Thus, as for the sand + K>CO3
mixtures, the probable mechanism of agglomeration in
this case is also coating-induced agglomeration.

It can be seen that de-fluidization takes place at
higher temperatures in the case of ash particles (about
780°C) as compared to the sand + K>CO; mixtures
(about 730°C), although in both cases, the mechanism of
agglomeration is the same  (coating-induced
agglomeration). One reason could be the presence of Ca
and Mg in the ash particles (which were not present in
sand + K,CO; mixtures) which if present beyond certain
concentrations could shift the formation of the eutectic
melts to higher temperatures

A mathematical model for de-fluidization of alkali
rich bed material was developed based on the bench-
scale experiments and data from literature. In the model,
the adhesive forces between the particles caused by
coatings were compared with the fluidization induced
breakage forces to determine de-fluidization conditions.
The model was used to predict the de-fluidization
temperatures as a function of parameters such as initial
alkali concentrations within the bed particle diameters
and the fraction of K entrained from the system. The
model was applied to study the de-fluidization behavior
of alkali-rich samples in a large scale LTCFB gasifier. It
could predict the variations in de-fluidization time with
respect to parameters such as alkali concentrations
within the bed and bed particle diameters.

Conclusions

A Low-Temperature Circulating Fluidized Bed System
(LTCFB) gasifier allows pyrolysis and gasification to
occur at low temperatures thereby improving the
retention of alkali and other ash species within the
system and minimizing the amount of ash species in the
product gas. In addition, the low reactor temperature
ensures that high-alkali biomass fuels can be used
without risks of bed de-fluidization. This paper aims to
understand the behavior of alkali metals and ash in low-
temperature gasifiers. Measurements on bed material
and product gas dust samples were made on a 100kW
and a 6 MW LTCFB gasifier. Of the total fuel ash
entering the system, a dominant fraction (40-50%) of
the ash was retained in the secondary cyclone bottoms
and a lower amount (8-10%) was released as dust in the
exit gas. A dominant fraction of alkali and alkaline earth
metals were retained in solid ash along with Si and
some Cl, while most Cl and S were released in gaseous
form. Measurements on the product gas from the 100
kW LTCFB gasifier showed the presence of Cl in the
form of gaseous methyl chlorides (90-100 ppm).
Release of K and other inorganic species in tar in the
product gas from the LTCFB gasifier were found to be
low.The release and retention of the condensed ash
species from the system was seen to be controlled by the
particle size and the cut size of the primary and

secondary cyclones. A model accounting for the ash
collection by the plant cyclones was developed and
shown to predict the product gas ash particle release
reasonably well.

A major concern in thermal conversion of biomass
encountered in fluidized beds is bed agglomeration,
which may result in de-fluidization, leading to
unscheduled downtime and additional costs. Biomass
fuels, especially herbaceous plants, often contain
dominant amounts of silicon, potassium and calcium,
which may form viscous melts that adhere on the
surface of the colliding bed particles and bind them to
form agglomerates. In this paper, studies were made to
understand the behavior of inorganic elements (mainly
K, Si and Ca) on agglomeration and de-fluidization of
alkali rich bed-material samples under non-oxidizing
conditions in a bench-scale fluidized bed reactor set up.
The de-fluidization studies involved measurements with
sand and pure potassium salts (KCl and K,CO3) as well
as with bed material samples obtained from a 6 MW
Low Temperature Circulating Fluidized Bed (LT-CFB)
gasifier using straw as a fuel. It was seen that in sand +
KCI agglomerates, the sand particles were bound by
KCI1 melts. There was no chemical reaction observed
between KCl and the sand particles and no presence of
silicate melts in the agglomerates. In sand + K,CO3
mixtures and the LT-CFB bed material samples, the
agglomeration was seen to occur due to the viscous
silicate melts formed from reaction of inorganic alkaline
and alkali earth species with silica from the bed
particles. A mathematical model that addresses the de-
fluidization behavior of the alkali rich samples was
developed based on the experiments performed in the
bench-scale fluidized bed reactor as well as on results
from literature. The model studies were then extended
to predict the de-fluidization behavior of alkali rich bed
material in a large-scale LTCFB gasifier.
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Synthesis of novel biobased binders for alkyd paint systems

Abstract

Totally renewable alkyds with various structures are successfully synthesized from a one-pot enzymatic process at
much lower temperature compared to that of conventional methods. The method allows for high control of the alkyd
structure as well as the properties of the prepared alkyds such as e.g. increased hydrophobicity. Structural and
physical characteristics of the alkyds are determined mainly by NMR as well as DSC and water contact angle

measurements.

Introduction

Wooden structures are used in many different
outdoor applications, and alkyd coatings are one of the
most popular methods of protection of these structures.
Currently, the annual global production of alkyds is
around one million tons [1]. The alkyd binder is the
base of alkyd coatings, and its primary purpose is
forming a tough and continuous film that is able to
expand and contract due to fluctuations in the outside
temperature to avoid cracks and protect the wood
surface. An alkyd can be considered as a polyester
grafted with drying fatty acids, which accounts for its
film forming properties. The major challenge of recent
alkyds is that the petrochemical part accounts for
50wt% of the alkyd composition and the objective of
this project is therefore synthesis of new highly durable
alkyds from renewable materials.

In the present project enzymes are used to provide
an alternative way for alkyd synthesis. Specifically,
Novozyme 435 (N435), a heterogeneous biocatalyst that
consists of Candida antarctica lipase B (CALB)
physically immobilized within a macroporous resin of
poly (methyl methacrylate), is wused for the
polymerizations. This enzyme catalyst is able to
catalyze polycondensations at temperature below 100°C
with high regioselectivity for primary hydroxyl groups
[2]. Since the enzymatic reaction is carried out at
temperature below 100°C, this allows for a larger range
of possible feed components and reduces the amount of
energy used for the polymerizations. In this
investigation, N435 was used to produce alkyds with
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various structures from glycerol, Tall oil fatty acid
(TOFA), and a biobased diacid.

Results and discussion
The enzymatically produced alkyds are synthesized
in one-step procedures as illustrated in Scheme 1.

Scheme 1: Synthesis of a biobased alkyd obtained from
a one-pot enzymatic process from biobased dicarboxylic
acid R{(COOH),, TOFA (R;COOH) and glycerol

The process directly affords a range of alkyds, where
the feed composition and reaction time can be used to
control both the molecular weight and the branching of
the alkyd. As glycerol is the only alcohol in the feed
composition, five possible glyceride units can be
obtained within the alkyd structure, including the
monoglycerides of 1-glyceride and 2-glyceride, the
diglycerides of 1,2-glyceride and 1,3-glyceride as well



as the triglyceride as shown in Figure 1. The content of
these units can provide information on both extent of
reaction as well as the degree of branching in the alkyd.

OH OH
H°\)\/°C°R RCOO\)\/OOCR 0OCR
HO. OCOR
OO0CR OOCR
Ho OH RCOO. 00CR

Figure 1: The five different glycerides that could be
formed during the alkyd synthesis.

NMR spectroscopy was used to investigate the
extent of reaction as well as the branching in the alkyd.
Especially, '3C-NMR was found very useful for
identification of the different types of branching units
[3-5], as shown in Figure 2.
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Figure 2: Quantified C-NMR spectrum of the
biobased one-pot enzymatic alkyd

The developed enzymatic process was used to prepare a
range of alkyds varying both the feed composition as
well as the reaction time. Thereby, both alkyds with
varying molecular weight characteristics, as well as a
range of physical properties could be prepared. For a
comparison with classical alkyds the glass transition
temperature of the neat sample and the surface
properties of the cured alkyd were determined, as shown
in Table 1.

Table 1: Glass transition temperature and water contact
angle measurements of a glycerol, TOFA, biobased acid
alkyd prepared enzymatically as well as by the classical
process.

o Water Contact
Tg( C) Angle (o)
Enzymatic alkyd -54 86
Classical alkyd -46 70

It is clear from the table that the procedures have
afforded two quite different alkyds. Here it is
particularly interesting to see the changes in the water
contact angle, where the enzymatic alkyd was found to
be much more hydrophobic with a water contact angle
of 88°. This illustrates how the chemical structure of the
alkyd can be exploited to provide more hydrophobic
coatings, which is very important when the application
on wood substrates are taken into consideration. It is a

well-known challenge in wood coatings to be able to
control the moisture uptake as well as the growth media
for fungus in the surface and thereby reduce the
degradation of the wood.

Investigating this relationship between the degree of
branching as well as the composition of the coating led
to a more branched alkyd. By increasing the reaction
time distribution between branching elements and
terminal side chains from the TOFA side groups were
changed. Measurements of the relative intensity of the
glyceride CH groups in the NMR spectra showed that
both 1-glyceride and 1,3 diglycerides participated in
further esterification to yield more triglyceride units,
which in turn increased the molecular weight of the
alkyd 22% to 10,500 g/mol. In a similar way, by
increasing the acid content an additional increase in
hydrophobicity was observed as shown in Figure 3.

17 o

Increasing
diacid
content

Figure 3: Sessile drops of water on the surface of the
two coatings prepared from the enzymatically produced
alkyds with an increasing diacid content.

The increase in hydrophobicity resulted in an
increase in the water contact angle from 86 to 128°.

Conclusion

In conclusion, biobased alkyds with varying
structures were successfully synthesized by a one-pot
enzymatic process. All alkyds have good working
ranges and it was shown that structural control could
lead to formation of coatings with increased
hydrophobicity compared to the corresponding classical
alkyd. Further testing should be carried out on selected
candidates for identification of the final products.
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Robustness of Phytase Catalysis for Improved Iron Bioavailability

Abstract

Microbial phytases (EC 3.1.3.8) catalyse dephosphorylation of phytic acid, which in turn releases iron chelated to
the phosphate groups and thus improve iron bioavailability in humans. For this catalysis to take place in vivo after
ingestion of food, phytases need to be stable towards pepsin and low pH in the gastric ventricle. The recent work of
this PhD study identified large differences between different commercially available phytases with regard to
stability towards these factors and a correlation between loss of activity and loss of secondary structure was
confirmed using circular dichroism. Finally, it was shown that phytases were able to dephosphorylate soluble phytic
acid to a sufficient extent under simulated gastric conditions in vitro.

Introduction

Iron deficiency anaemia is the most common nutritional
deficiency disorder globally. Grains, different varieties
of which constitute global staple foods, often contain
significant amounts of iron (e.g. 3.9 mg/100 g for
oatmeal [1]), but this iron has been shown to be poorly
bioavailable, meaning that an absorption efficiency of 2-
3 % is common, whereas for meat, the absorption of
iron ranges from 15-35 % [2]. This low bioavailability
has been attributed to the presence of high amounts of
phytate (myo-inositol (1,2,3,4,5,6)-hexakisphosphate),
which can chelate iron (Fe’") and other minerals via
interaction with the six phosphate groups that are
negatively charged at physiologically relevant pH
values (Figure 1).

It has been shown that supplementation of the diet
with phytase enzyme (EC 3.1.3.8) from the mold
Aspergillus  niger can significantly increase iron
absorption by dephosphorylation of the phytic acid,
particularly when three or more phosphate groups are
cleaved off the inositol ring [2,3]. Also, the A. niger
phytase has recently been approved for use in food [4].
For application of a phytase such as the A. niger phytase
for nutritional purposes, the enzyme must be able to
withstand high temperatures in food processing and be
robust to low pH and pepsin-catalysed proteolysis in the
gastric ventricle. For phytate degradation, the gastric
ventricle is favoured over other places along the
alimentary tract due to the higher solubility of most
phytate complexes in the lower pH range found here [5]
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as well as the fact that iron is absorbed in the proximal
part of the duodenum, thus not leaving much time for
hydrolysis after exit from the gastric ventricle.

phytase
OPO3H"

HO
HO

OPO3H-

HO
Figure 1: Chemical structure of a phytate-Fe*" complex
and the phytase-mediated release of Fe**.

Specific Objectives

The specific objectives of this work was to evaluate the
robustness of five different microbial phytases with
regard to factors relevant for use of phytase to improve
iron absorption in human nutrition: Heat, protease and
low pH.



Table 1: Activity retention [%] against incubation time at pH 2 of different phytases with and without pepsin (5000
U/mL). All activities are relative to activities of each enzyme prior to incubation.

Without pepsin With pepsin
Phytase 60 min 120 min 60 min 120 min
Escherichia coli 9743 97+2 112+4 11240
Citrobacter braakii 7442 64+4 60+ 5 35+4
Aspergillus niger (P. pastoris) 111£5 103 +5 98 +7 95+8
Peniophora lycii 15+4 13+1 16+2 6+0
Aspergillus niger (A. niger) 88+ 4 86+ 1 110+8 108 + 11

Results and Discussion

The five phytases (Escherichia coli phytase expressed
in Pichia pastoris (Challenge Group, China);
Aspergillus niger phytase expressed in Aspergillus niger
(Sukahan Biotechnology Group, China); Citrobacter
braakii phytase expressed in Aspergillus oryzae (DSM,
The Netherlands); Peniophora lycii phytase expressed
in Aspergillus oryzae (Novozymes, Denmark) and
Aspergillus niger phytase expressed in house in Pichia
pastoris) showed different stabilities both with respect
to proteolysis by pepsin (Table 1), low pH (Table 1) and
heat (not shown). The stability of the enzymes toward
heat and low pH/pepsin did not correlate. Notably, the
Peniophora lycii phytase showed a very high thermal
stability, whereas this phytase had the lowest stability in
the presence of pepsin and at low pH (Table 1). On the
other hand, the E. coli and A. niger phytases showed
very high stabilities towards low pH and pepsin and low
thermal stability and the Citrobacter braakii phytase
displayed intermediate stability to all three factors.
Furthermore, for the E. coli phytase, a slight activation
was observed initially when incubating with pepsin.

In the search for explanations to the differences in
oberserved stabilities, circular dichroism spectra in the
far-UV range were recorded for all five phytases at pH 2
and pH 5. For the Peniophora lycii and Citrobacter
braakii phytases, a clear difference in the spectra at pH
2 and 5 was observed, whereas the spectra for the E.
coli and A. niger phytase spectra at pH 2 and 5 looked
very similar. This indicated a change in secondary
structure for the R and H phytases caused by the change
in pH. A single value accounting for 98.4 % of the
variation in spectra between pH 2 and 5 were extracted
using principal components analysis. This value seemed
to correlate with the loss of enzymatic activity between
pH 5 and 2, corroborating that this loss was caused by
denaturation of the enzyme protein at low pH. It was
further hypothesized that this denaturation increases the
susceptibility of the phytases to proteolytic cleavage
catalysed by the pepsin protease.

With regard to the application of phytic acid
dephosphorylation in vivo, a study of soluble phytic acid
degradation in a simulated gastric environment showed
that three of the five tested phytases (namely, E. coli, A.
niger (A. niger) and C. braakii) were able to degrade
virtually all the tri- to hexa-phosphorylated inositol
phosphates to lower inositol phosphates and free

phosphate (Table 2), thus theoretically leaving only
inositol phosphates with insignificant ability to chelate
iron.

Table 2: Inositol tri- to hexaphosphates degraded under
simulated gastric conditions (% of initial amount).

Phytase 30 min 60 min 120 min
Escherichia coli 9+0 99+0 9+0

Citrobacter braakii 100 £ 1 1000 100+1
Aspergillu's niger 5411 2410 5112

(P. pastoris)

Peniophora lycii 6+9 8+ 10 6+13

Aspe}"gillus niger 91 =11 9910 9910

(A. niger)

Conclusions

The five tested microbial phytases have been shown to
exert very different stabilities toward heat, low pH and
pepsin proteolysis. Three of these have shown sufficient
dephosphorylation of soluble phytic acid in a simulated
gastric environment in vitro.
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Liquid Fuel Production from Lignin Solvolysis by 2-Propanol

Abstract
Processes for solvolytic depolymerization of an enzymatic hydrolysis lignin have been investigated at the CHEC
research group at DTU-Chemical Engineering. A simple one-pot process without the need for catalyst or hydrogen
addition is desired. Experiments conducted in a high pressure batch autoclave with supercritical 2-propanol have
shown an optimum liquid yield of 35wt% after 4 hour treatment at 430°C. The oxygen content of the obtained oil

was lowered to 10wt% after treatment at 430°C relative to

34 wt% for the untreated dry lignin. A significant degree

of solvent gasification was observed with more than 50% solvent loss after treatment at 430°C. Adding Raney
Nickel® catalyst and pressurization with hydrogen yielded an increase in up to 40wt% oil yield recovered for
treatment at a lower temperature of 300°C but only 5% of the 2-propanol added was present after reaction.

Introduction
There is an increasing pressure on the transport sector to
blend fossil fuels with biofuels and recently there has
been an increased focus on liquid fuel production from
lignin. Lignin is of particular interest as it is found in
quantities up to 30wt% in lignocellulosic biomass and
the majority is burned as a low value fuel [1]. In order
to transform solid lignin to a liquid fuel the lignin
polymer needs to be depolymerized and the oxygen
content must be lowered. Depolymerization can be
obtained by direct liquefaction where lignin is dissolved
in a solvent at elevated temperatures and a significant
altering of the lignin structure at these conditions may
effectively allow for a lowering of the oxygen content.
At the CHEC research center at DTU-Chemical
Engineering experiments on lignin depolymerization in
2-propanol have been carried out in batch autoclaves.
The lignin used is a hydrothermally extracted lignin
from a 2G bioethanol plant (Inbicon, DONG Energy).

Specific Objectives

It is desired to transform solid lignin from a low value
fuel to a higher value liquid transport fuel. It will be
satisfactory to obtain a product that can satisfy a
10vol% blend with a marine diesel. This requires a
depolymerization of the lignin polymer and lowering of
the oxygen content from about 30wt% to a level where
blending with a nonpolar diesel is possible. Furthermore
it is important to ensure a very low ash content of the
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obtained liquid product as ash particles can cause
excessive wear to internal combustion engines.

Experimental Setup

A 500ml stirred HT 4575 Parr batch autoclave capable
of handling temperatures up to 500°C and pressures up
to 345bar has been wused for lignin solvolysis
experiments. The lignin used is a hydrothermally
extracted lignin from a 2G bioethanol plant.
Experiments have been carried out by mixing a weighed
amount lignin with 2-propanol. The catalyst used in
some of the experiments was 3g of Raney®-Nickel
4200. Rapid cooling of the vessel in an ice bath was
conducted after each experiment. The product mixture
was filtered prior to removal of solvent by rotary
evaporation (45°C, Smbar and 30 min). The heavy
fraction indicated the yield of isolated oil.

Results and Discussion

1. Yields and Oxygen Content

Figure 1 shows yields of oil and residual solids and the
oxygen content of the obtained oils. Addition of Raney
Nickel to the reaction vessel pressurized with hydrogen
at 300°C yielded an increase in oil yield up to 40wt%
relative to 26wt% with no catalyst added. The oxygen
content of the oil from the catalyzed reaction was
however, higher than for the non-catalyzed reaction
indicating a tradeoff between yield and oil quality.



For treatment of 10g lignin at non-catalytic
conditions with no hydrogen pressurization prior to
heat-up a maximum oil yield of 35wt% for treatment at
430°C was observed relative to 32wt% at 380°C. The
oxygen content of the obtained oil was however lowered
considerably to 10wt% after treatment at 430°C relative
to 18wt% at 380°C.

50
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Figure 1 Oil yields and residual solids obtained (top)
and oxygen content of the obtained oils (bottom) after
treatment of 10g lignin for 4 hours in 100ml 2-propanol
with autogenous pressure at different temperatures.

II. Solvent Consumption

Figure 2 below shows the composition of the contents
of the batch autoclave on a mass basis for both the
experiments without pressurization prior to heat up and
the experiments with pressurization with hydrogen
respectively.

100%
s 80%
)
g 60%
‘o 40%
2 20%
0%
Start 380C 405C 430C
100% v |« Ash+Cat.
x 80% m Char
£60% =0l
‘@ 40% Lignin
s 20% m Gas+Unacc.
0% & Light fr.
Start With Raney  Without  Isopropanol
Nickel, 300C  Raney
Nickel, 300C

Figure 2 Composition of the contents of the autoclave
on a mass basis as a function of the reaction temperature
for 4 hour experiments with 10g lignin in 100ml 2-
propanol. Top: Non-pressurized vessel with an inert N
atmosphere prior to heat up. Bottom: pressurized vessel
a 40bar H; atmosphere prior to heat up.

An increase in reaction temperature from 380°C to
430°C shows an increase in 2-propanol consumption
from 25wt% to 53wt%. Addition of Raney Nickel®
yielded a 95wt% consumption of 2-propanol at 300°C.
2-Propanol is both gasified and transformed into a light
organic liquid fraction.

1I1. Elemental Composition and HHV

The elemental composition of the lignin feedstock as
well as the oil obtained with the lowest oxygen content
from treatment in 2-propanol at 430°C can be seen in
Table 1. Treatment of lignin in 2-propanol at 430°C
yielded a higher heating value of 37.8 MJ/kg of the
isolated oil yield which is twice the value of the
feedstock. This value is not far from the higher heating
value of 45 MJ/kg for commercial diesel fuels.

Table 1 Elemental composition (wt%) of lignin and oil
obtained by treating 10g of lignin in 100ml 2-propanol
for 4 hours at 430°C in an inert N, atmosphere at
autogenous pressure. Oxygen content is determined by
difference. Higher heating value is calculated.

Sample C H \ S O Ash HHV
Lignin (dry) 47 49 15 - 34 13 185
MJ/kg
Lignin (d.a.f.) 54 56 1.7 - 39 - -
oil 78 10 14 - 10 <1 37.8
(i-PrOH,430°C) MJ/kg
Conclusions
Experiments with supercritical ~2-propanol have

indicated a minor increase in isolated liquid yield of
35wt% after 4 hour treatment at 430°C relative to
32wt% at 380°C. The oxygen content of the obtained oil
was however lowered to 10wt% after treatment at
430°C relative to 18wt% at 380°C.

A significant degree of solvent gasification was
observed with more than 50% solvent loss after
treatment at 430°C. Adding Raney Nickel® catalyst and
pressurization with hydrogen yielded an increase in up
to 40wt% oil yield recovered for treatment at 300°C but
only 5% of the 2-propanol added was present after
reaction.

The oil obtained from treatment of 10g lignin in
100ml 2-propanol for 4hrs in an inert atmosphere
yielded the highest higher heating value of 37.8 MJ/kg
which is twice the value of the lignin feedstock.
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Agglomeration in Dual-Fluidized Bed Gasification

Abstract
Biofuels high in potassium and silica content, such as wheat straw, are problematic when used for combustion or
gasification in fluidized bed reactors as there is a high risk of bed agglomeration. The fundamentals mechanisms for
agglomeration are still not fully understood, and this is especially true for gasification conditions. Therefore the
purposes of this project are to gain a better understanding of alkali release and the ash chemistry observed during
biomass gasification and how this might affect agglomeration tendencies.

Introduction

The utilization of biomass with high alkali metal content
in fluidized bed combustors has proven to be
problematic due to agglomeration. The agglomeration
occurs due to the presence of melt-phases containing
mixtures of reacting silica and potassium. However, the
mechanisms at gasification conditions are not
completely revealed. It is therefore important to know
the behaviour of these problematic species during
gasification. The release of elements during gasification
can be separated into two steps: Release during
pyrolysis and release during char gasification.

The release characteristics of alkali metals during
pyrolysis and subsequent char gasification have shown
that 53-76 % of the alkali metals were volatilized during
the pyrolysis step, while during the char gasification it
was 12-34 %. Expanding upon these results showed that
during pyrolysis the evaporation was partly with the
decomposition of lignin, hemicellulose and cellulose,
and partly due to char-volatile interactions [1].

Research has also shown that during gasification the
majority of the released alkaline species are combined
with tar, primarily in the water-soluble fraction. At a
temperature of 873 K 65 % of sodium and 63 % of
potassium were released and present in the tar.
Increasing the gasification temperature lead to
secondary decomposition of the water-soluble tar,
where the resulting released alkali species, could not be
captured by quartz glass filter, which indicated that the
alkaline species were released as very fine particles
during secondary decomposition of the water-soluble
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tar. The yield of condensed alkaline species also
increased  significantly along  with  increasing
gasification temperature [2].

Char reactivity has also been seen to drastically
reduce during contact with steam. This was due to
changes in the char structure, and was found to have no
connection to the volatilization of the catalytically
active alkali metals [3].

Increasing the amount of phosphor present in
biomass, either by additives or by co-combustion with
fuels high in phosphor such as sewage sludge, could
potentially be wused as a means of reducing
agglomeration tendency, as during combustion
phosphor has been shown to react with potassium,
reducing the amount available to volatilize or react with
the bed material. However some of the phosphate rich
ash particles were found to form low-temperature —
melting alkali-rich phosphates promoting agglomeration
behaviour. A general observation is that phosphor plays
a controlling role in ash transformation reactions during
biomass combustion, due to the high stability of
phosphate compounds [4, 5].

Specific Objectives

As the effects of gasification conditions on alkali release
and ash chemistry in biomass are not currently well
understood, this PhD project aims to investigate some of
the release characteristics in differing atmospheres, and
how it might affect the ash chemistry and agglomeration
behaviour. The goals are:



Figure 1: SEM images of ash particles from CO; gasification of wheat straw. (left) Gasified at 750°C. (middle)
Gasified at 900°C(right) Gasified at 1000°C.

e Investigate how the transformation of alkali
metals is  affected under gasification
conditions.

e Determine the effects of various operating
conditions such as temperature, gas flow, fuel
composition, etc., have on the agglomeration
tendency as well as the effect on the physical
properties of ash.

e Study what role phosphor plays in the ash
chemistry in gasification conditions.

Table 1: Ash composition of wheat straw gasified by
steam predicted by EDS. Results is in atomic% and is
only indicative of actual composition.

Temp | O K Si Ca P
650°C |69 15 3 3 2
750°C |56 22 3 5 3
900°C |63 25 2 5 2
1000°Cc |69 18 1 6 2

Results and Discussion

Wheat straw samples have been combusted or gasified
using 50% CO; or steam in a fixed bed reactor at
temperatures ranging from 550 to 1000 °C.

A slight decline in ash content as temperature
increases has been observed in experiments, although
not much difference is seen when distinguishing
between the different atmospheres used as the ash
content generally appear similar to each other at the
same temperature.

The ash samples have also been analysed using
SEM/EDS. Based on the general morphology and pore
size changes observed, the SEM results indicated
increasing sintering/melting of the ash with increasing
temperature as seen in Figure 1. This is expected
behaviour as the biomass ash containing high amount of
potassium and silica would gradually begin melting at
temperatures above around 750°C. In Table 1 EDS
results from the samples indicates that at across the
entire temperature range, main components of the ash
are O and K and to a lesser extent Si, Ca and P, which is
also generally what would be expected. Additionally the
presence of Cl was detected from 550-800 C, but not at
900 and 1000 C, meaning that almost all of the Cl will
have devolatilized between 800 and 900 C. Char
samples collected at the same temperatures still showed

a significant presence of Cl, meaning that some of the
Cl is bound in or captured by the char matrix.

Conclusion

Initial results indicate that wheat straw ash across the
entire temperature interval and in all atmospheres is
comprised mainly of K,O, which is the main constituent
causing agglomeration.

Future Work

Further analysis of the ash samples in order to
determine the exact chemical composition of the ash
samples is needed in order to determine the exact alkali
release and retention in the ash.

Additional experiments will determine the physical
properties of ash at different temperatures and
atmospheres by using Thermo Mechanical Analysis on
biomass and synthetic ash.

Furthermore the effects of phosphor additives or
high phosphor biomass on the ash chemistry as well as
the physical properties will also be investigated.

Using the results from these experiments, a release
mechanism for the alkali metals and a reaction
mechanism for phosphor under gasifying conditions are
to be proposed.
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Mixing and oxygen transfer processes in bioreactors

Abstract

Biotechnological production in stirred tank reactors suffers from limited available knowledge about the oxygen mass
transfer properties and flow patterns in the fermentation broth. This knowledge could be valuable in order to design
and optimize the fermentation processes that account for production of a large variety of products. This project
investigates the concentration gradients that emerge in the fermentors, and more specifically the focus will be on
characterizing the oxygen concentration in the broth. New experimental techniques with minimal impact on the
process together with mathematical modeling are necessary in order to investigate this problem in more detail.
Experiments will be performed in industrial scale fermentors.

Introduction

Biochemical production by suspended aerobic
fermentation processes is nowadays used to produce
most industrial enzymes, many pharmaceuticals and
chemical precursors. The processes are based on the
conversion of a carbon substrate by a microorganism, in
the presence of oxygen, to form biomass, products and
carbon dioxide. During production, mass transfer of
oxygen to the fermentation broth is the rate-limiting
factor which has large importance for the process. Due
to the large size of the industrial-scale fermentation
vessels, concentration gradients inside the reactor will
occur, and thereby the often made assumption of perfect
mixing in the reactor - usually applied in process
models — does not apply. Differences in pressure,
agitation intensity and viscosity together with organism
growth differentiation make this heterogeneity difficult
to predict. The purpose of this project is therefore to
investigate the properties of mixing and oxygen transfer
in large scale bioreactors in order to better understand
the processes and phenomena that take place in these
vessels.

Modelling large-scale bioreactor systems is challenging
because only a limited experimental basis exists in large
scale vessels, and significant differences between
laboratory scale and production scale are often
observed. Since the processes take place inside a sealed
steel vessel, sampling from the vessel is limited to
probes that can tolerate the high temperature of the
initial heat sterilization of the vessel together with
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surface growth of the production organism. A limited
number of ports are available for inserting these kinds
of probes, often limited to ports in one location in the
bottom of the fermentor. The fermentation broth is also
opaque which limits the applicability of many optical
methods.

Getting access to large scale bioreactors is difficult,
since the industries operating such bioreactors usually
do not reveal any details related to the dimensions of the
reactors. Furthermore, they are normally part of existing
industrial processes which means that they cannot be
modified for academic reasons due to the risk of
disturbing the production.

The time scale of oxygen consumption in a bioreactor is
measured in seconds. That is, if the oxygen supply to
the fermentor is shut off it will be starved for oxygen
within seconds. That makes oxygen a good process
parameter for the bioprocess, but it also requires
equipment that can detect this parameter fast enough in
order to detect the changes. This is not the case for the
existing oxygen probes that are build more rugged for
the reasons mentioned above.

The volumetric mass transfer coefficient (kpa) is
dependent on many of the physical factors of the
process and is described by eq. 1, an empirically derived
correlation proposed by Cooke et al. [1]

a
kpa=Cx (;) * 0B % Y Eq. 1



Here P/V is the volumetric power input from agitation
(W/m?), v, is the superficial gas flow rate if plug flow is
assumed (m/s), and papp is the apparent viscosity of the
broth (Pa - s). C, o, B and y are empirically derived
constants that are dependent on the fermentor design,
production organism and process conditions.

Figure 1 describes the typical flow patterns depending
on different impeller configurations. Each set of
empirically derived constants for eq. 1 is therefore
specific for a given process.

Figure 1: Typical flow patterns inside the fermentor depending on
radial (left) and axial (right) pumping impellers.

Specific Objectives

The first part of the project is focused on finding a
proper way to establish informative measurements in
the bioreactor with the lowest degree of disruption of
the fermentation process in the reactor. The first
processes to be investigated are the production of
cellulase enzyme from cultivation of the filamentous
fungus Trichoderma reesei, and insulin production with
the yeast Saccharomyces cerevisiae. These production
methods both utilize pure cultures of fungi to produce a
secreted protein, but differ significantly in the
morphology of the production strain together with the
product purity requirements and value.

Knowledge about the spatial heterogeneity in the
bioreactor can be put into a compartmentalized model
that is described in principle in figure 2 for a 5
compartment model.

Veal. 5

Figure 2: Compartment model with 5 separated well mixed
compartments. Flow 1 through 5 represent the transfer rate between
the compartments, Vol. 1 through 5 represent the volume of each
compartment.

A growth model for the bioprocess e.g. the one
presented by Albzk et al. [2], can be applied for each
compartment with a different kra. This could improve
the model accuracy and could also be represented in
downscaled experiments that utilize several small
fermentors in series each with appropriate oxygen mass
transfer to mimic the spatial heterogeneity of the larger
fermentors. This method can not only be applied to
improve existing models, but also facilitates design of
new processes and screening of new production strains.
It can also be used to rethink some of the more practical
aspects of the equipment design, such as where to add
substrate and pH control in order to reduce the
concentration gradients.

Results and Discussion

An experimental method for oxygen measurement has
been proposed; equipment has been acquired and tested
in lab scale. Some adaption is necessary before the setup
is tested in large pilot scale on a real fermentation.

Conclusions

The issue concerning characterization of the spatial
heterogeneity in fermentors has long been known and
several studies to investigate the problem by means of
mathematic modeling supported with pilot scale
experiments have been carried out. These experiments
often suffer from the highly dynamic and complex issue
of scalability of the processes. Characterization of the
spatial heterogeneity in a production scale fermentor has
still not been carried out, and the potential benefits of
such a characterization cover all aspects of cultivation
of suspension cultures in large vessels, including design
of production equipment, production organisms and
process conditions.
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Deactivation of Selective Catalytic Reduction Catalysts in Biomass Fired
Power Plants

Abstract

In order to study the alkali poisoning of vanadia based catalysts for selective catalytic reduction of nitrogen oxide,
catalyst samples have been exposed to potassium rich aerosols in a bench scale setup. Activity measurements of
exposed catalysts indicate that tungsten oxide promoted samples deactivate faster. This is speculated to be due to a
higher Brensted acidity which facilitates the transport of potassium. A newly developed experimental protocol
involving three-layer pellets indicate that an alkaline barrier material can hinder the potassium transport.

Introduction

Selective catalytic reduction (SCR) of nitrogen oxides
(NO,) with ammonia (NH3) is a well established method
for controlling the NO emissions from stationary
sources such as coal fired heat and power plants [1,2].
In the presence of oxygen (O,), nitrogen oxide (NO) is
catalytically converted into molecular nitrogen (N)
according to the following overall reaction [1]:

4NO + 4NH3 + O, — 4N; + 6H,0
The most widely used catalysts for such applications
consist of titania (TiO) supported vanadia (V20s),
promoted with either tungsten oxide (WO3) or
molybdenum oxide (M003), in the shape of honeycomb
monoliths [2].

Topsee and co-workers [3,4] proposed a mechanism
for the SCR reaction over V,0Os based catalysts
consisting of two catalytic cycles involving Brensted
acid sites (V>*-OH) and the redox sites (V>*=0).

In a time with great focus on decreasing the release
of carbon dioxide (CO») to the atmosphere, firing (or
co-firing) of biomass (straw, wood chips, etc.) is being
applied in order to reduce the net CO, emissions.
Unfortunately, alkali and alkaline earth metals, which
can be present in biomass in high concentrations, may
act as poisons to the industrially applied SCR catalysts
and can reduce their life-time dramatically [5].
Potassium, released e.g. during firing of straw, may
form submicron aerosols of potassium chloride (KCI)
and/or potassium sulfate (K2SO4) which can deposit on
the catalyst surface. Most likely through a surface
diffusion mechanism, potassium subsequently diffuses
into the catalyst wall [6]. It is believed that potassium,
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due to its alkaline nature, poisons the SCR catalyst by
reacting with the acidic V3*-OH sites [6,7]. Research
has furthermore shown that the reducibility of V3*=0O
species is inhibited upon alkali poisoning [8].

While the effect of potassium on commercial SCR
catalysts is generally well wunderstood, a more
systematic study of the deactivation mechanism will
provide useful information for development of new
alkali resistant catalysts and/or improved means of
operation.

Specific Objectives

The main objective of this PhD study is to investigate
the influence of catalyst composition and operating
conditions on the rate of deactivation during alkali
poisoning. It is particularly of interest to study the
relationship between surface —OH sites and the rate of
alkali penetration.

Experimental

Plate shaped catalysts have been exposed to potassium
rich aerosols in a bench scale reactor described in detail
in [6]. The catalysts, obtained from Haldor Topsee A/S,
consisted of samples of varying composition with
respect to V,0s and WOs. Parameters such as exposure
time, operating temperature and aerosol particle size
distribution have been varied between each exposure
experiment. Catalytic activities were measured in a
fixed bed reactor at temperatures between 250 and
400 °C using a total gas flow of 2800 NmL/min
composed of 500 ppmv NO, 600 ppmv NHs, 5 vol.%
0., about 1.4 vol% H,0 and balance N,.



A new method to study the transport of potassium in
SCR catalysts has been developed. Here, multi-layer
pellets of crushed plate catalyst, consisting of one layer
of fresh SCR catalyst and one layer of the same catalyst
impregnated with about 0.8 wt.% potassium, have been
made. Pellets with a central layer of MgO, which may
ultimately be used as an alkali resistant coating [9],
were produced as well. The pellets were exposed at
350 °C in a flow of 6 vol.% O, 3 vol.% H>O and
balance N,. The potassium profiles through the three
layers were recorded by SEM-EDS.

Results and Discussion

The relative activities measured at 350 °C of the
exposed catalysts are given in Table 1 together with the
conditions at which the samples were exposed. While
the absolute activity of a WOs3 promoted catalyst
generally is higher than that of an un-promoted one, the
relative activity drop upon exposure to a potassium rich
aerosol is, in most cases, larger for promoted samples.
This indicates that the increased Brensted acidity
provided by the WO; facilitates the transport of
potassium in the catalysts, accelerating the poisoning.
Furthermore, it is apparent that the catalysts deactivate
slower at lower exposure temperatures.

Table 1: Exposure conditions and relative activities of
V105-(WO3)/TiO; catalysts.

Relative
V205 K | Temperature | Time actlzlty
at 350 °C (%)
content | source (°O) (h) 0% 1 7%
(wt. %) WO; | WOs
1 KCl 350 600 | 24 11
3 KCl 350 600 | 19 2
6 KCl 350 600 1 4
1 KClI 150 300 | 77 29
3 KCl 150 300 | 32 52
6 KClI 150 300 | 47 34
1 KClI 350 300 0 6
3 KClI 350 300 | 14 1
6 KCl 350 300 2 3
3 K>S04 150 240 | 77 64
3 K280y 300 240 | 37 50

Figure 1 shows the potassium profiles in two-layer
pellets exposed for 8 hours.
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Figure 1: Potassium profiles through two-layer pellets.

In the figure, a significantly higher potassium level
can be observed in the un-doped side of a pellet with a
KCl impregnated layer, compared to one impregnated
with K,SO4. This indicates that potassium bound in KCl1
can more easily leave its counter-ion compared to that
bound in K,SO4. This may partly explain the lower
deactivating effect of K,SO4 seen in Table 1.

Figure 2 shows the potassium concentration through
a pair of three-layer pellets which have been heat treated
for 32 hours. While potassium has diffused into the un-
doped 3%V205-7%WO3/TiO; layers in one pellet, the
alkaline MgO layer has prevented the transport of
potassium in the other, indicating that potassium is more
readily transported over acid sites, while the basic MgO
provides an efficient barrier for potassium.
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3%V,0,-7%WOTO, | X | 3%V,0,-T%HWO,TiO,

0.5

1000

Potassium concentration (wt.%)

GU 500

150 00 2500

0 201 3000
Distance in pellet (um)

3500
Figure 2: Potassium concentration profiles through
three-layer pellets.

Conclusion

Both the activity of potassium aerosol exposed SCR
catalysts of varying composition as well as potassium
concentration profiles through three layer pellets
indicate that the potassium transport in V,Os based
catalysts is facilitated by acid sites.
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Modeling and Synthesis of Pharmaceutical Processes: Moving from batch to
continuous manufacturing

Abstract

A survey in pharmaceutical industry has shown a majority of the production systems involve batch processes which
offers the equipment flexibility and the product quality control. However, the batch processes are not very good for
the product quality assurances and have some drawbacks such as low productivity, high operational cost and big
amounts of generated waste. Therefore, the objective of this study is to develop a method to tackle key research areas
to improve pharmaceutical processes and to evaluate different alternatives to lead in more sustainable design by using
systematic model based methods. The developed method has been applied in two case studies (1) BHC ibuprofen

synthesis and (2) glucose isomerization.

Introduction

The delay with the introduction of innovative systems
into pharmaceutical manufacturing can be attributed to
the regulatory uncertainty. Generally, the batch processes
are not good for product quality assurance and possess a
number of drawbacks such as poor process
understanding, low  productivity, high energy
consumption, high capital cost, low product purity,
scalability and waste production [1].

However, over the last decade the regulatory bodies
(FDA in USA, EMA in Europe etc.) require the
pharmaceutical companies to demonstrate more process
understanding. Moreover, the pharmaceutical companies
need to meet their profit expectations due to increasing
R&D costs and market competition [2, 3]. Consequently,
pharmaceutical industry is expected to look for
opportunities to rapidly evaluate the different alternatives
for process improvement.

Process Systems Engineering (PSE) methods and tools
can have important roles to play, for example: (a) apply
computer aided-methods and tools that are mature for
other industries (such as chemical and petrochemical)
also in solving problems in pharmaceutical industries, (b)
in the evaluation and implementation of alternative
solutions and/or design and (c) to evaluate opportunities
for continuous manufacturing [4, 5, 6].

It has been recently published a list with ten key research
areas to achieve sustainable pharmaceutical process
development [2]. One of this research areas is the
development and the implementation of continuous
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manufacturing (CPM) which naturally eliminates some
of the batch process drawbacks and enhances the process
understanding. CPM involves smaller equipment which
leads to lower capital cost, reduced energy and solvent
demands and reduced plant footprint. Bioprocesses and
bio-catalysis can improve the sustainability of the
pharmaceutical process due to the high selectivity to the
desired product which reduces the number of the
synthesis steps and consequently the generated waste.
Also, the typical synthesis of APIs requires the use of
sequences of reaction and separation tasks which are
energy and mass intensive processes. Optimization and
introduction of novel unit operations and intensified
equipment are necessary in order to improve the reaction
and the separation efficiency. Solvents are used for the
synthesis, separation and washing in the pharmaceutical
industry, proper solvent selection can lead to the
reduction of number of solvents and optimize the use.
Life cycle assessment (LCA) analysis help to identify the
process hotspots from the extraction of the raw materials
to the product end. Finally, mass and heat integration can
reduce the use of the energy and solvents.

The objective of this project is to develop a systematic
integrated methodology which its objective is to improve
pharmaceutical process operation/design and to evaluate
opportunities for continuous manufacturing through
better understanding of pharmaceutical processes. The
integrated systematic framework needs to be applicable
in the multipurpose pharmaceutical industry in order to



achieve greener and safer processes with higher product
quality by using systematic model-based methods [2].

Integrated Systematic Methodology

The systematic integrated framework (Figure 1) is
developed with the specific aim of assisting the multi-
purpose pharma/biochemical industry to systematically
solve the multiple complex problems that are faced when
seeking to develop an enhanced process understanding
and exploiting potential improvements of the
pharma/biochemical processes. The framework starts
with the problem definition where the objectives of the
study are defined. The subsequent reaction pathway
identification section (Section A) aims at identifying the
number and the type of necessary reaction steps to
produce a pharma/bio-product of interest. Section B is
the reaction analysis, and aims at collecting data for each
reaction, to perform kinetic analysis, to identify reaction
limitations, to evaluate the reaction variables, and to
make a decision on whether the reaction can be operated
in continuous or batch mode, to design the reactor, and
finally to define the objectives of the separation if needed
[6]. Section C (Separation Synthesis and Design) is
performed in case separation of a specific compound is
needed. Section C starts with the mixture analysis to
identify separation limitations, and generates the binary
ratio mixtures in order to identify the most feasible
separation task. Based on the driving force principles, the
separation alternatives can be generated and evaluated in
order to select the most feasible ones. Once a flowsheet
has been obtained, a process simulation (Section D)
needs to be performed in order to evaluate the process
and identify the process hotspots. Based on the process
evaluation, process optimization and process operation
can be performed.

Problem Definition

ey || Guimg
- ==
gl
Section A. Reaction
Pathway Identification

| new
Procens

Section B. Reaction
Analysis

Section C. Separation
Synthesis and Design

Section D. Process
Simulation, Evaluation,
Optimization and Operation

API Optimized Process
Design Space-Operation

Figure 1. Integrated Systematic Framework.

Methods and Tools

In order to collect the information for each section of the
framework, the use of model-based methods and tools are
necessary. Such methods and tools are knowledge
databases, model libraries, solvent selection tools,
mathematical solvents and evaluation tools. Knowledge
databases need to provide information for the reactions
(APIs Synthesis database), for the unit operations (Unit
Operation database), pure compound property database

(CAPEC database) and monitoring-control (ICAS-PAT)
database. Model libraries need to provide information for
different unit operation models, property prediction
models, and reaction kinetics models. Solvent selection
tools for proper solvent selection, and finally evaluation
tools for economics, sustainability and LCA analysis.

Case Study 1-BHC ibuprofen Synthesis

The objective of this case study is to apply and verify the
developed framework in order to generate the batch
process to produce high purity ibuprofen crystals. Also,
process alternatives need to be generated to achieve the
objectives and finally, to identify possible process
hotspots to improve the process such as possibilities of
CPM, solvent selection and optimization, reaction
improvement and separation improvement.

Case Study 2-Glucose Isomerization

In this study, the use of model-based methods within the
systematic framework is illustrated through a glucose
isomerization (GI) reactor case study. The objective of
this study is the use of a multi-scale reactor model which
includes the reaction kinetics and the enzyme activity
decay as a function of temperature with and without the
diffusion term, to simulate the reactor and to investigate
opportunities for improving the productivity of the
reactor.

Conclusions-Future work

A systematic integrated framework to enhanced process
understanding and exploiting potential improvements of
the pharma/biochemical processes and applied to two
different cases studies. The framework needs to be
applied in other cases studies, to be extended and include
bioprocesses, to be integrated with reaction synthesis
pathways and to extend the knowledge databases (APIs
database and Unit Operation database) and the model
libraries.
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Inhibition of Gas Hydrate Formation by Antifreeze Proteins

Abstract
Antifreeze proteins (AFPs) have shown in the literature to be promising green and environmentally benign inhibitors
for gas hydrate formation. Especially insect AFPs express high antifreeze activities which is their ability to prevent
ice from freezing. In this study we showed that RmAFP1 from the long horn Danish bark beetle, Ragium mordax,
can perform as an effective kinetic hydrate inhibitor (KHI) on the same level as the commercial synthetic inhibitor
polyvinylpyrrolidone (PVP).

Introduction

Gas hydrates are crystalline solid compounds of gas
molecules and water which forms at low temperature
and high pressure. In the oil and gas industry gas
hydrates block flow lines and pipelines in during
production causing huge production losses and safety
problems.

Hydrate formation is a stochastic time-dependent
process consisting of the steps of nucleation and growth.
Several theories and hypothesis are suggested in order
to describe the nucleation mechanism of hydrates. Sloan
et al. 2007 proposed the ‘labile cluster nucleation’
hypothesis. A labile cluster is an unstable entity (cavity
occupied by a guest molecule) that readily undergoes
changes. First pressure and temperature are at hydrate
forming conditions but no gas is dissolved. Then gas
dissolve into the water and labile clusters form. These
clusters undergo agglomeration and finally hydrate
growth begins when the size of clusters reaches a
critical value.[1] Pictures corresponding to the steps
were taken during a hydrate formation experiment with
natural gas and water (Figure 1).

D

Figure 1: Photographs of hydrate formation.
To provide flow assurance the industry use

thermodynamic inhibitors as methanol, which are
uneconomical and not environmentally friendly as large

159

amounts are needed. Low dosage hydrate inhibitors are
developed as an alternative which can be applied in
much lower concentrations. Most of these suffer from
low biodegradability which means that they cannot be
applied in the North Sea.

Recent studies have shown that antifreeze proteins may
hold a promising potential to work as a low-dosage
hydrate inhibitors in both natural gas [2,3] and methane
gas [4] systems while at the same time being
environmentally benign. AFPs protect organisms from
deep freezing temperatures by preventing ice from
growing upon cooling below the melting point.
Especially AFPs from insects show considerable higher
antifreeze activities than AFPs from other organisms.
The long horn Danish bark beetle Ragium mordax
(RmAFP1) can express antifreeze activity in excess of
8°C which is more than other insect proteins.[5]

Specific Objectives

The objective of this PhD project is to investigate if
AFPs can be applied in field conditions to control the
formation of gas hydrates.

The focus is therefore to setup laboratory scale
experiments to simulate realistic hydrate formation
scenarios using three different experimental apparatus:
high pressure micro-Differential Scanning Calorimeter
(HP-uDSC), Rocking Cells, and a pressurized stirred
autoclave. Using these high pressure equipments,
different types of water soluble polymeric commercial
low-dosage hydrate inhibitors will be evaluated and the
performance will be compared to AFPs. Synergy effects
between inhibitors and other production chemicals will
be studied and an evaluation of health, safety and



environmental matters related to AFPs will be carried
out. Finally a feasibility study will be carried out to
investigate if AFPs can be implemented in field
applications.

Measurements of the onset hydrate nucleation
temperatures by constant cooling experiments were
studied in Rocking Cells produced by PSL

Systemtechnik (Figure 2). The methodology applied is
based on the precursor (memory effect) method
described by Duchateau et al. [6] The apparatus consists
of 5 test cells placed on a cell drive in the cooling bath.

Figure 2: Rocking Cells.

The measuring principle is based on a uniform rocking
movement of the test cells. When the cell is rocked the
ball inside the cell is rolling along the length of the cell
and thereby blends the test mixture. Through movement
of the ball shear forces and turbulence are created in the
cell, thereby reproducing the conditions in the pipelines.

Results and Discussion

Previous studies showed that AFPs do inhibit hydrate
nucleation [2,4]. In Figure 3 the onset hydrate
nucleation temperatures for fresh and memory solutions
are shown. The amino acids L-valine and L-threonine
do not exhibit any KHI effect in the form of pure amino
acids as they do not delay hydrate nucleation compared
to the non-inhibitor system. RmAFP1 shows a very
promising result as a KHI compared to PVP.

The ranking of the KHI performance in both fresh and
memory constant cooling tests, using the onset hydrate
temperatures was clearly:

RmAFP1 = PVP10 > BSA > L-threonine = L-valine =
50mM NacCl in MilliQ water

Daraboina et al. 2011observed a similar result for PVP
and AFP for inhibition of natural gas hydrates. Using an
isothermal nucleation procedure to obtain the nucleation
time (time delay of hydrate formation) it was shown that
PVP and AFP obtained very similar nucleation times
using both a stirred tank and the HP uDSC. [2] This
indicates that the AFPs are performing similar for both
methane systems (SI hydrates) and natural gas systems
(SII hydrates).

For antifreeze proteins at equimolar concentrations an
increase in size of protein decreases the solubility of the
protein in the water phase which will lead to increased
antifreeze activity [8]. We speculate that the observed
KHI effect of BSA could be due to decreased solubility

as the molecular weight of BSA (67 kDa) is
significantly higher compared to RmAFP1 (14 kDa).

I Fresh
[ memory

PVP10-

RmAFP1

BSA:

L-threonine:

L-valine:

50 mM NaCl-MilliQr

8 9 10 1 12 13

Average onset temperature (°C)
Figure 3: Onset hydrate nucleation temperatures using
KHIs at a concentration of 2770 ppm.[7]

Conclusions

Hydrate nucleation tests showed that the RmAFP1 from
the long horn Danish bark beetle, Ragium mordax,
perform as an effective hydrate nucleation inhibitor as
the synthetic inhibitor PVP.

Further tests are needed to verify the performance of
the RmAFP1. To simulate realistic scenarios moreover,
experiments are planned to be carried out in different
salinity levels in order to simulate the variations
observed in the fields. The biodegradability of RmAFP1
compared to synthetic inhibitors will be studied as it is
of great importance for selection of future KHIs.
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Model of Stickiness in Spray Drying

Abstract

Wall deposits are a major concern in the design of spray drying equipment and the most troublesome type is a result
of a property referred to as ‘stickiness’. The cause for stickiness is currently not determined conclusively and no
accurate models exist for predicting stickiness in spray drying quantitatively. It is the purpose of this study to
understand the phenomena causing stickiness in spray drying, using experimental as well as modelling techniques.
In this endeavour a novel measurement setup has been designed.

Introduction

Spray drying is a well described method for obtaining
dry particles from a liquid feed, used in many industries,
ranging from food and dairy, through chemicals to
pharmaceuticals. Amongst other things it has the
advantage of relatively low drying temperatures and
well-controlled, uniform particle size distribution. In
spite of this some challenges remain with the method,
one of the most dominant of which is wall deposits [1].
Deposits can occur for various reasons depending on the
condition of the impacting droplet or particle and
various techniques are already in use in order to avoid
it. Wet particle-wall impact is avoided by use of
controlled flow conditions and dry particles that are
deposited because of attractive contributions from Van
der Waals and electrostatic forces can be removed by
application of pneumatic hammers or air brushes.
However one type of wall deposits remains a problem,
namely those caused by what is known as stickiness in
the industry. The term stickiness refers to the condition
when a material is very close to dry and yet still
adheres. Several studies of sticky materials have shown
that stickiness of a substance occurs at a temperature
close to and above its glass transition temperature T, — a
point at which a substance changes from a glassy
(below) to a rubbery (above) state — some of which are
reviewed in [2]. However the range of temperatures
(even within the same study) varies between 5-40 °C
with no conclusive explanation given. Furthermore most
of these measuring techniques fail to match the
conditions seen during spray drying. As such the
phenomena determining stickiness in spray drying
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remain unidentified and an accurate
technique has yet to be published.

measuring

Specific Objectives

The purpose of this study is to identify the phenomena
determining stickiness. This will be done through both
experimental work and mathematical modelling.

The experimental contribution will consist of a novel
technique for measuring stickiness with relevance to
spray drying (this is elaborated below). The primary
purpose of modelling will be to understand the results of
these measurements as well as determining parameters
of importance to scaling.

The modelling work will consist of simulating the
drying of a droplet and the impact between a partially
dried droplet and a wall. Numerical tools will be used to
obtain a mathematical model for the drying in order to
describe the conditions (temperature and humidity
distribution) in the wet particle upon impact and how
this depends upon drying conditions and droplet size.
The Finite Element Method combined with the Level
Set Method will be used to understand how the impact
of a wet droplet covered by a highly viscous skin may
lead to either adhesion (in the case of a sticky particle)
or not (in the case of a non-sticky particle) and how this
behaviour scales with droplet size and impact velocity.

New Setup

The description of the new experimental setup will be
separated into two parts. The first is the description of
the droplet levitator that allows for controlled drying of
a single droplet. The second is the component which



allows for impact between a wall and the partially dried
droplet.

Droplet Levitator

The droplet levitator is based on an experimental setup
used to study drying kinetics and particle morphology
during spray drying [3]. The levitator setup is also
referred to under the trademark DRYING KINETICS
ANALYZER™. The levitator setup consists of 4
separate parts shown in figure 1: 1) an ultrasonic horn
and a concave reflector, 2) an optical system of a diffuse
light source and a CCD camera and lens, 3) a gas
conditioning system used to control the gas temperature
and humidity of the drying environment as well as the
slip velocity and 4) a droplet injection system consisting
of a syringe with a microtip and a mechanical actuator.

Levitator and
reflector

CCD camers

| = \

Figure 1: Illustration of the levitator setup. The horn
and reflector are enclosed in a chamber which is not
shown in the figure.

Particle Impactor

The particle impactor is the new addition to the levitator
setup to allow for a stickiness measurement. The
particle impactor is a linear DC-servomotor attached in
such a way that upon activation a piston will move
forward and strike the particle from the side as recorded
by the CCD-camera seen in figure 1. The velocity of
this piston upon impact may be controlled up to 2 m/s.
Depending on the time a droplet has dried, different
results are seen. Examples of these are shown in figure
2. Figure 2a shows a levitating droplet while it is drying.
If a droplet is dried only for a short time, a result similar
to that shown in figure 2b is obtained where the droplet
is still wet and thus spreads like a droplet of water on
stainless steel.

Once a droplet has dried longer a highly viscous skin
or solid crust (depending on product and drying time) is
formed on the surface (the droplet thus becomes a “wet
particle”). If impact occurs in this region a result as seen
in figure 2c may be obtained. Notice that the particle
does not spread upon the piston, but adheres
nonetheless. If drying extends even further, the piston
may impact the particle, with no adhesion occurring,
thus showing a non-sticky particle.

Drying multiple droplets for different durations of time
allows for the determination of a critical drying time at
which a sticky, wet particle becomes a non-sticky
particle. Doing this for various products, with differing
drying conditions, impact velocity or yet other

parameters, the dependence of stickiness upon these
may be investigated.

GEA Niro
maltodextrin

Figure 2: Snapshots of droplets during drying (a) and
after impact (b,c,d). a) Before impact. b) Wet droplet,
post-impact. ¢) Sticky particle, post-impact. d) No
particle, post-impact.

Conclusion and Outlook

An accurate model would allow improved equipment
design for avoiding stickiness in spray drying during
operation. Such a model would require knowledge of
the phenomena which determine stickiness; however
this is not currently available.

In order to further this understanding a novel

measurement technique has been designed based on a
droplet levitator (allowing for controlled drying under
conditions comparable to those expected in a spray
dryer) and a particle impactor (allowing the mimicking
of the wet particle impacting a wall). This tool may be
applied to map stickiness for a given material, with
different drying and impact conditions.
Drying and impact models are being developed so that
the results of this setup may be fully understood and
scaling may be possible in the future, thus minimizing
the necessary measurements on a new feed to be spray
dried.
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Morphology, Rheology and Mass Transfer in Fermentation Processes

Abstract

It is believed that the morphology of filamentous fungi is closely associated with productivity in fermentation
processes. However, until now there is no clear evidence of this relation and there is an ongoing discussion around
the topic, due to the poor understanding of fungal morphogenesis. Therefore as well, fungal morphology is usually a
bottleneck for productivity in industrial production, and will be extensively studied in this work. This will allow us
to determine whether a certain microorganism’s phenotype has an influence on process performance, and how this
performance can be influenced actively by manipulating different process variables or by genetic engineering, as a
means of improving the design and operation of filamentous fungi fermentations.

Introduction

Fermentation processes for the production of industrial
enzymes are under continuous optimization so that the
enzymes can be produced with a lower cost.
Manipulation of media, strain improvements and
various parameter optimizations (pH, temperature, etc.)
are among the most relevant strategies for promoting the
overproduction of bulk enzymes to meet the global
demand [1]. However, further improvements are needed
if enzyme cost has to be reduced to make some
processes economically feasible - one example of such a
process is the production of second generation
bioethanol from renewable feedstock; where the
enzymes represent one of the major expenses related
with the utilization of cellulosic biomass [2]-. Some of
these improvements have to do with process
understanding and the comprehension of the interaction
of all the variables involved on it.

Production of industrial enzymes is usually carried
out as submerged aerobic fermentation, a process that is
performed with a substrate, which is either dissolved or
remains suspended in an aqueous medium in a closed
fermentation  vessel where  the  production
microorganism is grown. Filamentous microorganisms
are widely used as hosts in these processes due to their
ability of secreting large amounts of proteins, post-
transcriptional modifications machinery and the fact that
a large number of species are generally recognized as
safe (GRAS). Nevertheless, they also present major
disadvantages, due to the unavoidable oxygen transfer
limitations as a consequence of the high viscosity of the
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medium that they develop, which is believed to be
related to the biomass concentration, growth rate and
morphology [3]. This last variable is one of the most
outstanding characteristics of the filamentous fungus
due to its great complexity [4], and will be fully studied
in this project.

Further Background

In submerged cultivations one can recognize different
types of morphology, which are usually classified as
dispersed and pelletized, as shown in Figure 1.
According to this first classification the biomass can be
found in the form of freely dispersed hyphae or mycelial
clumps. Pellets are highly entangled and dense spherical
agglomerates of hyphae which can have diameters
varying between several hundred micrometers up to
several millimeters [5]. Depending on the desired
product, the optimal morphology for a given bioprocess
varies and cannot be generalized; in some cases both
types of morphology are even combined in one process
[6], as illustrated in Figure 2.

A pellet type morphology is preferred since it allows
for simplified downstream processing and yields a
Newtonian fluid behavior of the medium, which results
in low agitation power input. However, the pelleted
morphology results in nutrient concentration gradients
within the pellet. This situation is obviously not
observed in freely dispersed mycelia allowing for
enhanced growth and production, which has been
attributed to the fact that at the microscopic level the
morphology has an influence on the production kinetics,



e.g. on the secretion of enzymes [7]. Therefore,
dispersed morphology is the preferred morphology for
industrial enzyme production, even though on the
macroscopic level this type of morphology greatly
affects the rheology of the fermentation broth, and
therefore the transport process in the bioreactor
increasing the power inputs [7][8].

Specific Objectives

This project aims to improve fermentation processes by
understanding and  possibly  controlling  strain
morphology. Therefore, the relationships between
morphology and productivity will be extensively
investigated in this project at the microscopic and
macroscopic level, as a means of improving the design
and operation of filamentous fungus fermentations. The
specific project objectives are:

- In lab scale  fermentations, conduct
morphological characterization of a filamentous
fungus strain at the microscopic and
macroscopic  level  together  with  the
determination of the rheological properties of
the fermentation broth.

- Determination of the main process variables
influencing the strain  morphology and
association of specific microscopic morphology
with productivity.

- Linking morphology and rheology, and
furthermore prove the applicability of the
developed model in pilot scale and full scale
fermentations.

- Investigate whether rheology can be influenced

actively, by modifying strain morphology
genetically or by changing process operating
mode.
—_———
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Figure 1: Forms of morphology found in typical
submerged cultures of filamentous fungi. Adapted from
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Figure 2: The morphology of filamentous microbes
cultivated in bioreactors can range from dispersed
hyphal elements to distinct pellets.. Adapted from [6].

Strain

The studies will be conducted on the filamentous fungus
Trichoderma reesei, specifically on the widely used
strain RUT-C30 (ATCC 56765). This microorganism is
the host for the production of cellulases, enzymes which
are widely used in the production of second generation
bioethanol [9].
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Selective and Efficient Synthesis of Ethanol from Dimethyl Ether and Syngas

Abstract

In the present work, carbonylation of dimethyl ether (DME) to methyl acetate (MA) over Mordenite is studied at
atomic level with density functional theory (DFT) and experimentally in a high-pressure fixed-bed reactor. The DFT
calculations show that MA is primarily formed in the side pockets of Mordenite due to a lower energy barrier for the
rate limiting reaction step at this site. Additionally, it is shown experimentally that ketene is a reaction intermediate,
in agreement with the DFT calculations. Finally, MA is shown to strongly inhibit the reaction.

Introduction
Currently, most transportation fuel is of fossil origin and
its continuous use is thus not sustainable. The steadily
increasing prices of fossil fuels and the vulnerability of
the global economy to disruption of oil supplies are
other factors, which make it evident that the demand for
alternative fuels will continue to increase. Ethanol
(EtOH) can play an important role in this context as
gasoline additive or substitute. Catalytic conversion of
syngas to ethanol is an interesting option due to its
flexibility considering the feedstock and energy
efficiency. Syngas can be produced from biomass,
making the entire process environmentally friendly.

Catalysts based on Co-MoS;, converting syngas
directly to EtOH, have been developed [1], but their
activity as well as selectivity to ethanol is fairly low. In
addition, they suffer from the undesirable property of
incorporating sulfur compounds into the product,
making their industrial use unlikely.

Recently, an alternative, two-step process has
been demonstrated [2], where DME, formed from
syngas, and CO first react to MA:

CO + CH;0CH3; — CH3COOCH;3

MA is in turn is hydrogenated to EtOH and methanol
(MeOH):

CH;COOCH; + 2H; — CH;CHOH + CH;0H
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MeOH can afterwards be easily converted to DME,
using well-established processes. The main benefit of
this method is its unprecedented selectivity towards
ethanol, while MeOH, the primary by-product, and the
unreacted syngas are easily recycled.

The principal challenges that need to be solved before
this method can find industrial application are an
increase of the activity and stability of the catalyst for
MA synthesis. The subsequent hydrogenation of MA to
MeOH and EtOH is facile.

A number of acidic zeolites such as H-MOR,
H-ZSM-35 and H-FER may act as selective (> 99 mol
%) catalysts for synthesis of MA [3-6]. Mordenite has
been identified to have the highest initial activity but
there is evidence that H-ZSM-35 may have higher long-
term stability [6].

The framework of Mordenite contains three
types of cavities (Figurel): 1) the main channel,
circumscribed by 12 Si atoms (12 membered ring = 12-
MR), 2) 8-MR parallel to the main channel and 8-MR
side pockets (SP), which do not interconnect the 12-
MR.

A previous experimental [S] study indicates
that SP are the active sites for MA synthesis. The main
reaction products in 12-MR are large aromatic
compounds, which block the channels and are coke
precursors. It has been shown that the resistance of
Mordenite towards deactivation is significantly
increased if the acidic sites in 12-MR are blocked [7] or



removed [8]. Such a treatment does not affect the
activity towards MA. To investigate the effects of the
channels, all relevant species and reactions, considered
in this work, are studied both in 12-MR and SP. Up to
the pressure of 10 bar, MA synthesis has been proposed
to be zero- and first-order with respect to the partial
pressure of DME and CO, respectively [3].

Figure 1: View of the main channel of Mordenite along
the c-axis. Oxygen-red (small circles), Silicon-blue (big
circles).

Specific Objective

The objective of this work is to improve the
understanding of DME carbonylation on Mordenite in a
dual experimental/theoretical study. The reaction is
examined at the atomic level with density functional
theory (DFT) and a microkinetic model will be
developed using the data. Additionally, the activity and
stability of Mordenite is tested in a high-pressure fixed-
bed reactor to verify the theoretical predictions.

co
MFC 1 =]
Purge
2% DME
in CO
MFC 2 =]

Methods

All DFT calculations are performed using the GPAW
DFT program [9] and the structure optimizations are
done with the ASE [10] program package. For all
systems, except molecules in vacuum, periodic
boundary conditions are applied with a (1,1,2) k-point
mesh of the Monkhorst-Pack type and the electronic
temperature of 0.1 eV. The real-space grid spacing for
all calculations is 0.18 A. The BEEF-vdW [11]
exchange-correlation (XC) functional is employed for
calculations on a pure DFT level (without dispersion
forces) and DFT-D, including the dispersion forces,
respectively. All geometry optimizations are done until
the residual force component is below 0.03 eV/A. In
carbonylation reactions the formation energies of the
initial/final state (Ef) are calculated relative to the
system with a methyl group, adsorbed at the same site
(SP or 12MR), and a CO molecule in vacuum. For
reactions involving DME, the reference system is
extended by a DME molecule in vacuum.

In the experimental work the Mordenite
(Si02/A1,03=20) obtained from Zeolyst (CBV21A) is
used. The initial ammonium form is converted to the
acidic form, H-MOR, by heating it at 773 K (heating
rate 1K/min) overnight in a flow of air. Before the
experiments the catalysts are calcined at 773 K in 10%
O, in N for 3h (heating rate 1K/min). The experiments
are performed in a high-pressure fixed-bed reactor setup
(Figure 2) at a temperature of 438 K and at pressures
10-100 bar. The flow of the reactants (2% DME in CO)
in all experiments is 300 Nml/min and the amount of
catalyst is 1.500g (particle size 125-250 pm). The
product characterization downstream from the reactor is
conducted using an online GC/MS system.

Results and Discussion

Figure 3 (all energies calculated using BEEF-vdW)
shows that formation of methyl acetate mainly occurs in
the side pockets because the energy barrier for the rate
limiting step is 0.06 eV lower in SP than in 12-MR (the
0.06 eV difference in barriers translates into a factor of

Liquid

1B5ervVoir

Evaporator

Pressure
reduction

Figure 2: High-pressure fixed-bed reactor.
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Figure 3: Reaction paths for formation of methyl acetate within the 12-MR and SP of Mordenite. Reaction steps: 0
CO and DME in vacuum, methyl group on the zeolite; 1 Acetyl carbocation and negatively charged zeolite; 2
Ketene physisorbed on a Brensted acid site; 3 Acetyl group on zeolite; 4 Methylated methyl acetate cation and
negatively charged zeolite; 5 Methyl acetate in vacuum and methyl group on the zeolite. Full-drawn line: reaction
steps in the main channel (12-MR); Dashed line: reaction steps in the side pocket (SP).

about 5 on the rates at 438 K). The calculations also
show that ketene is a reaction intermediate in both the
12-MR and the SP.

These findings are in agreement with the literature
and in a recent study of Li et al. [12] it has been
observed, using in-Situ Solid-State NMR spectroscopy,
that acetyl is only formed in the side pockets during
DME carbonylation on Mordenite. Very small amounts
of methyl acetate were detected in the main channel,
which could mean that some of the methyl groups are
carbonylated, and then, as Figure 3 shows, the
subsequent reactions are swift. Mordenite is known to
undergo a fast deactivation, which is attributed to coke
formation in the main channel, whereas zeolites with
smaller channels are more stable [6]. Deactivation of
Mordenite may be related to the oligomerization of
ketene, which is relatively weakly bound and probably
has some mobility. Bonati et al. [13] has studied
aromatic acylation on zeolites, in which ketene is the
acylating agent, and proposed that oligomerization of
ketene in zeolite pores plays a important role in the
deactivation of the H-Beta zeolite.

To verify the theoretical result that ketene is a
reaction intermediate, an experiment with deuterated
water (D20) was performed. In the experiment, a DME
carbonylation reaction was performed and at the time of
maximum MA synthesis rate, deuterated water was
introduced to the reactant stream.

If D,O reacts with gas phase ketene (CH,=C=0), acetic
acid with 2 deuterium atoms and mass 62u is formed:

CH,=C=0+ D,0 — CH,DCOOD
All other reaction intermediates, which potentially can

form acetic acid upon reaction with deuterated water,
create the isotope with mass 61u (CH3COOD). During
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the first 5.7 h of the experiment (Figure 4) the rate of
MA synthesis gradually increased, whereas the rate of
methanol synthesis concurrently decreased. Then, D,O
was introduced into the CO/DME feed. Upon the
introduction of deuterated water the carbonylation
reaction was terminated by removal of the methyl
groups as CH3OD, and the MA production stopped.
Figure 5 shows the mass ratio between m/z = 62
(CH,DCOOD) and m/z = 61 (CH3COOD) as a function
of time on stream during the experiment. Before the
addition of DO into the system, the ratio between the
signals from doubly and singly deuterated acetic acid
isotopes was a noise signal, but as D,O was introduced,
a well-defined peak emerged. The peak in the mass ratio
can be rationalized in terms of our theoretical model.
Ketene is an intermediate in the carbonylation of DME
to MA. Immediately upon the introduction of DO the
carbonylation reaction was still running, and ketene
intermediates were available for conversion to
CH.DCOOD, whereby the m/z = 62 signal became
prominent. However, as shown in Figure 4, deuterated
water also suppressed the carbonylation reaction by
removing the essential methyl groups on the zeolite, and
when the carbonylation reaction thus stopped and no
more ketene intermediate was formed the m/z = 62
signal from CH,DCOOD dropped towards the noise
level.

Figure 6 shows the dependence of the reaction rate
of MA synthesis on the total pressure (gas mixture 2
vol% of DME in CO). The measured reaction rates
deviate from the straight line and the deviation increases
for increasing reaction pressure. The divergence from
the straight line can be viewed as “missing activity” and
Figure 7 shows that the “missing activity” is
proportional to the average pressure of MA in the



catalyst bed, showing that MA is most likely inhibiting
the reaction.
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Figure 4: The rate of methyl acetate and methanol
formation on H-MOR. Conditions: 9.8 bar CO, 0.2 bar
DME, 300 Nml/min, 3.0 g catalyst, 438 K
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Figure 5: The ratio between the MS signal at m/z=62
(doubly deuterated acetic acid) and m/z=61 (singly
deuterated acetic acid). Conditions: 9.8 bar CO, 0.2 bar
DME, 300 Nml/min, 3.0 g catalyst, 438 K.
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Figure 6: Pressure dependence of MA synthesis.

Conclusion

The present work shows that DME carbonylation on
Mordenite primarily takes place in the side pockets.
Additionally, it has been shown experimentally that
ketene is a reaction intermediate, in agreement with the

DFT calculations. Finally, MA, the reaction product,
has a profound inhibiting effect on the reaction.
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Figure 7: MA inhibition of the reaction rate.
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u-Tools for Development of ®-Transaminase Processes

Abstract

The overall aim of the EU project is to accelerate biocatalytic process development. It is intended to show how the
combination of chemical engineering, biotechnology and p-technology can aid to this objective. The project will use
o-transaminase as this catalyst has shown challenging difficulties in relation to thermodynamics and economic
feasibility. It can therefore be used to display the developed principles. This project in particular will focused on
kinetic characterization of the enzyme. It is hypothesized that the use of p-technological methods will contribute to
the speed and quality of w-transaminase characterization. pu-technology will also reduce the quantity of expensive

and/or scarce resources needed for evaluation.

Clearly, it would be good to accelerate the development
of biocatalysis for industrial use and one way to do that
is by rapid characterization. The case used in the project
is the enzyme o-transaminase (w-TA), which facilitates
the exchange of an amine- and keto-group,
stereoselectively, see Figure 1, [1].

w-Transaminase
~

4 NH, fo)
prochiral ketone
R"/k R" R )L R"

ketone co-product

Figure 1: Asymetric synthesis of prochiral ketones [2]

This transformation produces chiral amines of 99%
enantiomeric excess (ee), which is essential for the

production of pharmaceuticals [3]. Compared to
traditional ~ organic  chemistry this feature is
unprecedented, as it normally produces racemic

mixtures. These mixtures are very difficult to separate
due to the similarity between the two enantiomers. On
top of that, the maximum yield is halved as one of the
aminated enantiomers renders useless [4]. The
unfavorable downstream processing and loss of product
makes traditional amination less desirable. The big
obstacle of o-transaminase towards industrial
implementation is the unfavorable equilibrium, as many
reactions will be carried out reverse of their natural
occurring one [7]. It will therefore be a requirement to
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shift the equilibrium as illustrated on Figure 2. Here it
is also shown what chemical and protein engineering
can do to overcome the obstacle.

Increase tolernce:

Inerease wierance

Increase wolerance

af Fit cascaide enzymes 1o

Protein engineering . Chemical Engineering

©

Figure 2: Engineering strategies for o-transaminase [5]

In the engineering of ®-TA it is desired to have an
improved basis for selection. This can be fulfilled by
characterization of the enzyme performance. At this
stage it is imagined that the selection will be between 10
mutants. Each variation of the enzyme can display very
different performance will hence require a full
characterization. Al-haque et al. [6] from our group has
suggested an efficient design for the collection of
kinetic characterization data. Still, the relative high
number of experiments can consume high substrate and
enzyme quantities at labscale. However, conducting the
experiments at p-scale will reduce this significantly.
This is especially suitable for characterization of
biocatalysts, as newly expressed enzymes will only be
available in small quantities. The developed method is



therefore envisaged to be very cost effective for
biocatalyst evaluation.

Batch experiments are traditionally seen as better suited
for generating kinetic data because of the ability to
collect data from many time points in a single
experiment [7] Traditionally, using flow reactors for
obtaining kinetic data requires the condition of steady-
state. This condition can though be avoided by
operating the flow reactor as an ideal plug flow reactor
(PFR). However, the PFR requires turbulent flow to be
close to ideal, but obtaining this at p-scale is quite
difficult due to the large surface tension. It is though
possible to operate the reactor where the radial diffusion
across the channel is much faster than convective mass
transfer down the channel, this is termed low-dispersed
flow. At this condition, the flow profile will be similar
to that of a PFR and the steady-state condition can
therefore be evaded [8,9]. Operating the reactor in this
window will be a cornerstone of this project. Figure 3
displays the current experimental setup and the
dynamics of it. The flow to the reactor is kept constant
until a steady-state flow profile has developed, imagine
the whole channel as dark green. Hereafter the flow rate
is ramped down, and this is what the gradient of the
figure shows. The first fluid elements exiting the reactor
will have a small (green) residence time, which is
gradually increased by ramping down the flow (gradient
towards red). The fluid elements will therefore exit the
reactor with longer and longer residence times. The
measurement on the outlet will show the same dynamics
as if you could probe directly in an ideal batch reactor.
This analysis is only possible because a batch reactor
and a plug-flow reactor have the same kinetics equation,
they will have the exact same conversion as a function
of conditions and time for any reaction, as time in the
batch reactor corresponds to residence time in the plug-
flow reactor [10].

Reactants

Enzyme

o

Stop
> —
l reaction

uv-
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v

/

/ =

Time
Figure 3: schematic of experimental set-up

A UV-detector has been chosen as it has high
sensitivity, can detect aqueous mixtures and collect full
spectra (190 to 900 nm) at rates of up to 20Hz. This
type of detector is often used in connection with a
HPLC system and is hence built for handling of small

volumes. The communication for this unusual use is not
commercially supported and a custom control has
therefore been built with LabVIEW.

Specific Objectives
e Create protocols for experiments and kinetic
data collection
e Test and develop —TA kinetic modelling
e Guidelines for application of kinetic enzymatic
modelling in practice

Conclusion

The development of online analytical methods for
aqueous systems is essential for the progress of
enzymatic processes as these often start as aqueous
catalysts. Herein is presented one such methods by UV-
VIS spectrophotometry coupled with chemometric data
analysis. Applying chemical engineering to p-
technology furthermore enables the collection of kinetic
data from microfluidic flow reactors reducing the
consumption of both substrate and enzyme. The
collected data will be used to characterize the
performance of the desired enzyme and form a better
basis for selection.
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Shape optimization of a microreactor for biocatalytic synthesis of
optically pure chiral amines

Abstract

In early stage development of processes, it is important to understand what challenges of a reaction system are present
and to figure out strategies which could overcome them and possibly be applied in industrial processes. The biocatalytic
synthesis of optically pure chiral amines by w-transaminase occurs under conditions of unfavourable equilibrium and
both substrate and product are inhibitory substances of the enzyme. In this study, it is also taken into account that one
of the substrates and the enzyme are both slow diffusing compounds.

This study consists of a development of an evolutionary shape optimisation procedure for a microreactor using an
interface between MATLAB® and ANSYS CFX®. From the results, it was possible to evaluate the influence of the
microreactor shape on mixing and yield of the investigated enzymatic reaction.

Introduction

During the early stage of development of biocatalytic
processes the enzyme costs are high and only low
amounts are commonly available. This is often making
the process screening at bench-scale impossible.
Therefore, microsystems are a good alternative due to
their high throughput or high content screening of
process parameters, reaction kinetics or solvents.
Additionally, microsystems have as well advantages
related to very large surface-area-to-volume-ratio, very
effective heat and mass transfer, easier control of
process parameters and versatility of fabrication.
Furthermore, these systems have the potential of
introducing new synthesis concepts by numbering up,
instead of scale-up in order to increase the production
capacity.!"?] From all the advantages mentioned above,
the following questions arise: How does the shape of a
microreactor play a role on production yield? What
about the spatial distribution of biocatalyst inside of a
microreactor? Where is it more important to deposit
the biocatalyst considering different mixing zones
inside of the microreactor?

To answer these questions topology and shape
optimisation methods often used in mechanical and
structural engineering might be very efficient tools.
This PhD project investigates the application of
topology and shape optimisation to enzymatic reaction
systems in microreactors and collects information
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which can be further investigated and used for
strategies on industrial processes. In this way, it is
possible to configure beforehand an optimal reactor
design and test it in laboratory. Hence, it will also cut
down the fabrication costs of the miniaturized reactor
system while demonstrating the validity of the
mathematical optimisation procedure.

Reaction system

This computational fluid dynamics (CFD) study
investigates a microbioreactor for the production of
optically pure chiral amines. The chosen model
reaction consists of the synthesis of the chiral product
(S)-1-phenylethylamine from acetophenone by using
o-transaminase (o-TAm) as biocatalyst.

o NHz
Wz -transaminase ; e
CHy + )\ [ ©/\CHJ + /[k
HaC CHy HsC 'CH
Acetophenone  Isopropylamine 1-(5)-Phenylethylamine Acetone
Figure 1: Reaction system for microreactor
optimisation

Isopropylamine is the amino donor which is converted
into acetone by the same reaction. o-TAm is known for
following the Ping Pong Bi Bi kinetic mechanism. The
kinetic parameters specific for this reaction system
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lsepeepylaming

Figure 2: a) YY-microreactor configuration; b) Structure to be optimized with all surface points represented and the

directions for modification of the points.

were determined and fit to the enzymatic mechanism
by Al-Haque et al. (2012). At the inlet, the
concentrations are the following: 10 mM of
Acetophenone, 0.5 M of Isopropylamine and 0.0759 M
of -TAm.

In microfluidics, mixing by diffusion plays an
important role. In this case, two compounds are
considered as  slow  diffusing  compounds:
Acetophenone (1:10"% m? s) and ©-TAm (1-10-'2
m? s). All the other compounds involved in this
reaction system were considered to have the same
diffusion coefficient, 1-10° m?>s™'.

Initial reactor shape
The initial shape of the studied microreactor consisted
of a YY-microchannel with a rectangular cross-section

where the inlet and the outlet are located at the
respective ends of the reactor.

Both inlet and outlet consisted of a Y shape where two
streams meet at the entrance of the flow chamber and
are split into two streams at the exit of the chamber.
The flow chamber consists of a channel without
divisions. The initial configuration has the following
dimensions: 0.25 mm of width for each inlet and outlet,
1 mm of height and 100 mm of length. In one inlet,
enters a solution with ®-TAm and in the inlet enters a
solution of acetophenone and isopropylamine.

The residence time inside of the microreactor is 30
minutes for all simulations. Since the volume of the
microreactor varies from simulation to simulation, the
flow rate has to be adjusted in order to maintain the
residence time.

Initial Configuration
Left Side Right Side Bottom Top
Final Configuration
Left Side Right Side Bottom Top
{

Figure 3: Views from the four directions of the Initial and final configurations



Shape optimization routine

The optimisation routine focuses on the modification of
the surface of the main channel of the reactor. The
surface optimized consists of the first 10 mm of the
main channel and selected points dispersed on the
surface are modified according to an evolutionary
optimisation procedure.

The 140 points are divided in ten groups of points, each
group of points forms a ring on the shape and these
rings are connected and form the surface of the
channel. These rings are modified due to the alteration
of disposition of the points and consequently the shape
of the channel is also modified. The points which are
on the lateral parts of the channel can be moved
horizontally, the points on the top and bottom of the
channel can be moved vertically and the corner points
can be moved in both vertical and horizontal directions.
For an optimisation, it is necessary to define the
objective function and restrictions. In this study, the
objective function is the concentration of substrate at
the outlet of the microreactor must be minimized (or
maximize product concentration). The optimisation
routine consists of a finite element analysis performed
by a CFD software (ANSYS CFX®) coupled with a

MATLAB® routine which performs the optimisation.
The CFD software solves the fluidic problem with the
reaction system integrated and MATLAB® makes the
changes to the geometry of the reactor to the CFD
script according a random search procedure and starts
the CFD simulation. The random search algorithm [3-¢]
has the goal to minimize cost function f by changing
the surface points’ positions. The random search
algorithm is described as the following:

- Initialize the random search with initial vector x =
{X1, X2,...Xa} Which gives the shape presented in
Figure 2.

- Until either the concentration of substrate is ten
times lower or the number of iterations between
local optima is more than 1500, run the following

cycle:
e Considering a vector y ={yi, y2...Yn}, for
j=l..n:

o  Sample a new position y; from the 0-
sphere in the segment given by the pair
of points {x;-0.03x;, x;+0.03x;}

If (Aly)<fix)) then set vector x=y and a new local
optimum set of points has been found.

Initial Configuration

Acetophenone

Phenylethylamine

Acetophenone

HZOOOO'OO\

1.500e+001

1.000e+001

Phenylethylamine

HEIG&Q—OOA

4.626e-004

3.084e-004

5.000e+000 1.542e-004
' 0.000e+000 0.0008+000
{mol mA-3) {mol mA-3)
L) 0003 (m) A ) 0003 (m) A
—
Seois o
Final Configuration
Acetophenone Phenylethylamine
Acetophenone Phenylethylamine
H 2.000e+001 H 6.168e-004
1.500e+001 4.626e-004
1.000e+001 3.0846-004 a4
5.000+000 1.5420-004 -
i 0.000e+000 H 0.000e+000
[mol mA-3) [mol m*.3)

0 0003 (m) /L
T—

00015

o 0003 (m) A
—

00015

Figure 4: Concentration of acetophenone and phenylethylamine along the channel for initial and final configurations.




Results

This optimisation study included in total 9296
simulations and the best shape achieved has the aspect
of a wavy structure on all four walls of the channel. On
one hand, 4.4-10° mM of substrate were converted
with the initial configuration, on the other hand,
37.1:10° mM of substrate were converted with the final
shape. In the end, the shape optimization resulted on an
improvement of 8.4 times higher conversion of the
substrate when compared to the initial shape which was
very close to the goal for improvement (10 times
higher conversion of the initial shape). However, the
amount of iterations to find the next local optimum was
increasing exponentially which made the optimisation
procedure very expensive from a simulation point of
view.

Therefore, the restriction of maximum 1500 iterations
between local optima was implemented.

The channel expansions and restrictions have an
important impact on the mixing of the two streams.
However the displacement of the points of the top and
the bottom seem to have a higher importance. From the
bottom view, it is possible to see that a deep and
narrow expansion contributes a lot for the mixing of
the two streams and consequently for the substrate
conversion as it can be verified in the bottom of the
reactor. The narrowing of the channel contributes to the
short diffusion distances of the compounds and
therefore it contributes to the mixing. From the top
view, it is possible to see that the channel takes an S-
shape resembling a meander channel. Meander
channels are very well known in microfluidics and
their arcs contribute for the mixing of parallel streams.

Conclusions

From this optimisation study, it was possible to gain
understanding regarding the impact of the microreactor
shape on the mixing of two streams with low diffusing
compounds. The mixing plays as expected a crucial
role for the improvement of the yield of an enzymatic
reaction.

The understanding from this optimisation study is very
useful for the experimental work since the shape
optimisation also allows finding new strategies to
construct reactors for application in laboratory.
Furthermore, it allows avoiding unnecessary
experimental studies which can otherwise result in
waste of materials. In this way it is possible to design
the reactor in a new approach. Instead of adapting the
reaction system to an existing microreactor shape it is
possible to the adapt the microreactor to the reaction
system.

Future Work

The shape optimisation is not the only type of
optimisation that can improve the yield of a reaction.
The topology optimisation can also influence the
improvement of a reaction. The next stage of this
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project will be the topology optimisation of enzyme
inside a microreactor. The topology optimisation will
include the spatial distribution of the enzymes inside of
a miniaturized packed bed reactor. The idea is to
immobilize the enzyme on the surface of particles
which form the packed bed and to change the
distribution of the biocatalyst inside the packed bed
reactor. This study will allow the identification of
crucial areas that influence more considerably the
conversion of substrate. This study will be carried out
by using ANSYS CFX® 14.5 for finite volume
analysis and the topology optimisation procedure
consists of an adaptation of the Evolutionary Structural
Optimization ~ commonly used for  topology
optimization of structures in mechanical and civil
engineering.
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Biochar Fraction Needed on Willow Gasification to Be a Carbon Neutral
Bioenergy: Offsetting Direct and Indirect Land Use Changes

Abstract

Direct and indirect land use changes (dALUC and iLUC) have been widely recognized to play an important role in
bioenergy’s carbon footprint and should be considered in biofuel’s greenhouse (GHG) accountings. DLUC represent
the soil organic carbon (SOC) losses or gains inflicted by a specific land use type and management, while iLUC
emerge whenever an energy crop is planted in arable land, displacing food crop production elsewhere. A life cycle
assessment (LCA) of a short rotation coppice (SRC) willow case combined with a medium-scale gasification plant
has been performed, which includes iLUC and dLUC. Results show that willow on marginal land remains carbon
negative, regardless of substituted energy type or time scope, while arable land willow displacing natural gas would
require a biochar fraction (biomass C based) of 6,8% to 48,9% (0,366 — 2,6 Mg C ha™' yr'') to remain carbon neutral.

Introduction

Due to their overarching role of land use changes
(dLUC and iLUC) in bioenergy systems from a life-
cycle perspective, they have been repeatedly
recommended to be included in bioenergy’s greenhouse
gas (GHG) accountings, despite their challenging
quantification and inherent uncertainties [1]-[3]. Large
extensions of marginal or abandoned lands have been
often quoted as the solution for dedicated energy crops
to avoid these undesired effects [4], [5]. However, land
abandonment and marginalization is to a large extent a
socio-economic process, and thus heavily depends on
specific, constantly changing economic circumstances
and socio-political context in place [6]-[8]. That is, if
policy-makers create a bioenergy-friendly agricultural
framework that promotes the use of marginal lands
through economic support and incentives, these lands
will be no more marginal. The question is then: will it
be iLUC from dedicated energy crops? Finding a
solution to this dilemma is the motivation of this
project.

Materials and methods

A consequential LCA on willow bioenergy has been
performed, distinguishing between marginal and arable
land scenarios. Specific soil types and their estimated
SOC changes have been considered [9], as well as iLUC
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emissions for the arable case [10]. Due to the iLUC
factor being limited to GHG emissions, and missing
characterization factors (CF) for biochar effects on soil
quality, only the Global Warming Potential (GWP)
impact has been considered.

PLoveme

ED BED PREPARA

Figure 1: System boundaries of the willow-gasification
bioenergy system.

Taking the study case of a short rotation coppice (SRC)
willow plantation combined with a medium-scale
gasification plant in Denmark (Figure 1), we illustrate
the biochar needed from the process in order to remain
truly carbon neutral. After 2050 it is assumed that
Denmark will be fossil free as targeted by the Danish
government. Two time scopes, 20 and 100 years, have
been therefore assessed, which take into account the
different soil carbon dynamics in the long and the short
term. For the long time assessment, no crediting from



fossil fuel displacement has been considered from 2050.
Natural gas substitution was assumed for the reference
case (marginal decentralized Danish plant), and tested
against the average grid (coal) case.

Results and Discussion

The results show that regardless the biochar fraction
from the gasification process and the time scope of the
assessment, all marginal land scenarios remained carbon
negative, while only the arable land scenario displacing
coal was carbon negative. If arable land is undertaken in
the short term for growing SRC willow, intended to
substitute  natural gas from a medium-scale,
decentralized cogeneration plant in Denmark (a highly
likely scenario), a 6,86% biochar fraction (biomass
carbon based), or 366 kg C ha' yr! are deemed
necessary for this bioenergy type to remain carbon
neutral (iLUC included). For a 100 year time scope,
during which only 40 years fossil fuel is substituted, the
willow grown in arable land would need to convert,
under modelled assumptions, 48,9% of the harvested
biomass C (2,6 Mg C ha! yr') into highly stable
biochar in order to compensate for the induced iLUC,
SOC losses and other agricultural emissions (N>O,
fertilizer production, etc.). When such high biochar
fractions are needed (> 10%), the process is not
anymore gasification but pyrolysis. Stability of
pyrolyzed biochar is generally lower than high-
temperature biochar, which can put at risk, and therefore
into question, the claimed GWP reduction benefits.

Conclusions

Our results show the sensitivity and magnitude of
crucial parameters related to willow for energy from an
integrated life-cycle perspective, namely dLUC, iLUC
and the fossil energy substituted. We challenge the
assumption of large available land estimations
remaining marginal (and thus “iLUC free”) after large-
scale, bioenergy friendly frameworks and incentives are
on place. We claim that a carbon negative bioenergy
system that compensates for potential iLUC emissions
and changes in SOC is needed, combined with an
effective regulation to ensure bioenergy species being
planted in marginal lands, or in conjunction with food
crops and not in competition with them. This approach
did not consider impacts on other environmental
aspects, and therefore gasification biochar does not
compensate for the deterioration of other ecosystem
services and biodiversity, which are deemed to be rather
significant for iLUC.
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Development of the Electrolyte Cubic-Plus-Association Equation of State

Abstract

Electrolytes have a significant effect in many industrial processes. In the oil and gas industry salts have many either
beneficial or harmful effects, while electrolytes have many applications in the chemical industry. The objectives of
this project are to parameterize an electrolyte extension to the Cubic-Plus-Association Equation of State, as well as
test the capabilities of the model on a range of industrially relevant systems. Estimating a three-parameter
temperature dependence to osmotic and mean ionic activity coefficients yield low deviations, and accurate
prediction of the freezing point depression, while unsuccessful to represent solubility. Including solubility data in
the parameter estimation improves this significantly; however the deviations of the osmotic and activity coefficients

will increase, when doing so.

Introduction

Electrolytes have a significant effect in many industrial
processes. In the oil and gas industry salts can increase
the inhibitory effect of methanol, ethanol and glycols on
the formation of gas hydrates, and have an effect of the
gas solubility in water-hydrocarbon mixtures. Salts may
enhance corrosion of pipelines and also precipitation of
salts (scaling) may occur, due to the change in
temperature, pressure and composition from reservoir to
surface[1].

Salts also play a role in many chemical industries,
for instance for separation purposes as salts may induce
liquid-liquid separation for some otherwise miscible
liquids. Water-Acetone is such a system which is
miscible under normal conditions, but when adding
specific salts a phase separation occurs. Also
electrolytes are important in the energy industry both
with regard to energy storage, as well as flue gas
cleaning.

Accurate prediction of thermodynamic properties is
important in the design and operation of processes,
especially for complex mixtures. For many complex
mixtures there are typically very little to none
experimental data, and therefore it is needed to use
trusted thermodynamic models.

Electrolyte systems are typically modeled with
activity coefficient models such as the e-NRTL, and
extended-UNIQUAC, however such models have
difficulty handling high pressures, in which case there is
a need for an Equation of State (EoS).
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Several Equations of State for electrolytes have been
developed over the year, but relatively few that can
handle mixtures of both hydrogen bonding compounds
as well as electrolytes have been proposed. Also only
very few have been developed to a stage where it can be
considered ready for implementation in industry.

Specific Objectives

The overall objective of the e-CPA project is to develop
an electrolyte EoS, such that the model in absence of
electrolytes reduces to the Cubic Plus Association
(CPA) EoS. The initial focus for this model is
implementation in the oil and gas industry, and it is
developed with engineering problems in mind.

The Current PhD study directly succeeds a
completed PhD study, from which a model equation has
already been proposed [2]. This provides a strong
baseline to work from, and thus the focus of the study
will, at least initially, be on validation and
parameterization.

Parameters for the currently proposed model will be
estimated with several different approaches in order to
determine optimal parameters, but also to investigate
what type of data should be included in estimation.

The relation between salt specific and ion specific
parameters will be investigated in order to work towards
the use of ion specific parameters.

Finally the model, with optimized parameters, will
be tested on a wide range of industrially relevant
systems, in order to evaluate the performance of the



model. Based on this evaluation the model equation will
be revisited if necessary.

Electrolyte-CPA Equation of State.

A new model for electrolytes has been proposed as an
extension to the CPA EoS. The electrolyte-CPA (e-
CPA) reduces to the CPA in the absence of electrolytes,
while the CPA in turn reduces to the Soave-Redlich-
Kwong (SRK) cubic EoS in the absence of associating
compounds. [2]

A major difference between electrolytes and most
other compounds are the long-range electrostatic
interactions. The CPA EoS cannot account for such
interactions and therefore extra terms should be added
to the model, to account for these interactions. For
electrostatic interactions the Debye-Hiickel term is
added to the model, while a Born term is added to the
model to account for ion-solvation [2, 3]. With these
additions the contributions to the model will be as
shown in Figure 1, where the first three contributions
are what the CPA EoS covers. The full model equation
can be viewed in [2].
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Figure 1: Contributions to the Electrolyte CPA EoS. [2

It has been found that a key property for the
accuracy of the electrostatic contributions is the static
permittivity of the solvent. Therefore a need for
accurate estimation of this is needed, and a model for
the static permittivity of associating fluids has been
proposed and further extended to fluids containing
electrolytes. A more detailed description of this can be
found in the graduate year book of 2013 by Bjern
Maribo-Mogensen and in [4, 5].

The typical parameters of the CPA EoS is the co-
volume, by, and the two energy parameters, I' and c;,
which together can be viewed as a temperature
dependent energy parameter a(T), for the physical part
(SRK), the association volume, B, and the association
energy, ¢, for the associating part. For e-CPA, no
additional parameters are added as all properties in the
electrostatic part can be found in literature or by
prediction. No association for the -electrolytes is
considered and thus the association parameters should
not be estimated at all. Typically CPA EoS is
implemented with the van der Walls one fluid mixing
rule (vdW1f) for the co-volume and energy parameters,
which is seen in eq. 1, and eq. 2.

b ZZ [b+b]
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For the electrolyte-solvent interaction, however,
these mixing rules are not suitable and therefore the
Huron-Vidal mixing rule (HV) is used instead, which is
shown in eq 3.

Eo
a a g”
S=n - 3
b Z b In2
The excess Gibbs energy is found from the modified
Huron  Vidal/NRTL equation. Simplifying the

expression by stating that no interaction between ions
should be taken into account and by setting the NRTL
non-randomness parameter, o, to zero, the relation will
look as in eq. 4.
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Setting the CPA energy parameter, a(7) to 1 per
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default for all ions and by predicting the co-volume
from eq. 5, the number of adjustable parameters pr. ion-

being the AU,

parameter. In eq. 5 ¢ is the hard-sphere diameter.

solvent mixture is reduced to 1,

(6))
This single parameter does, however, not capture

temperature dependence very well, and a temperature
dependence of this parameter is introduced as seen in
AU, AU

eq. 6.
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Here the AU; "/ i3 a parameter estimated at a reference
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temperature 7, of typically 298.15K, while T, and o are

additional parameters.

Finally, instead of considering the parameters as ion
specific, it is chosen to have salt specific parameters by
adding the constrain, that both ions in a salt must have
the same parameter values.

Results and Discussion

Model parameters have been estimated for a range of
salts consisting of alkali and alkaline-earth cations and
halogen, nitrate or sulfate anions, with water as a
solvent. Thus for each salt three parameters are
estimated for the interaction between the salt and water.
The parameters are estimated by regression to osmotic —
and mean ionic activity coefficient data, which is
available from [6]. Initially only the reference
interaction parameter was fitted to data at 298.15K in
order to obtain a suitable initial guess for AU;“’.

Following this, data at all temperatures were included
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and all three parameters were estimated. The deviations
of selected salts and an average for all 50 salts are found
in table 1, and the mean ionic activity coefficient and
the osmotic coefficient for NaCl is presented
graphically in figure 2 and 3. The deviations are
generally satisfying as they are within the expected
experimental uncertainty.

Table 1: Relative average deviation (RAD) for osmotic
and mean ionic activity coefficients of selected salts and
the average over 50 salts.

NaCl
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208,16 K
373158 K
42315 K
47315 K

osmotic coefficient
=
@

e o9

RAD @ RAD y
% %
NaCl 1.34% 1.78%
NaBr 1.73% 1.83%
KCl 0.58% 0.37%
KBr 0.72% 0.72%
MgCl, 1.83% 4.85%
MgBr, 2.07% 6.48%
Average (50) 1.77% 2.71%
Matl
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Figure 2: Mean lonic activity coefficients of NaCl at
different temperatures modelled with e-CPA. Solid line
is model calculations, while dots are experimental data.
Data from [6].

After parameterization it was tested if other
properties could be predicted. One such property is the
freezing point depression, for which good agreement
with experimental data was found. For a range of
chloride salts the freezing point depression predictions
and experimental data are illustrated in figure 4. The
accurate prediction of the freezing point depression is,
however, expected as it is closely related to the water
activity, which is directly related to the osmotic
coefficient. Therefore it would be expected that accurate
representation of the osmotic coefficient would also
result in accurate representation of the freezing point
depression.

Another key property of electrolytes is the salt
solubility. Modelling Solid-Liquid-Equilibrium (SLE)
require the use of standard states. While such standard
states are available for some salts through for example
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Figure 3: Osmotic coefficients of NaCl at different
temperatures modelled with e-CPA. Solid line is model,
while dots are experimental data, Data from [6].

NIST [7], especially for hydrated salts no standard
states are available. Instead standard states for the
hydrated salts are chosen to be those used in the
extended-UNIQUAC model, at least as an initial
estimate [8]. Using these standard states and the
parameters fitted to osmotic and activity coefficient data
will, however, not yield very satisfying results. This is
illustrated in figure 5, where the prediction of the
solubility of NaBr is presented along with experimental
data. This salt shows one of the better representations of
the solubility.
Cl-
280 T

270 O

260 Mg++ 4

[elslele]

250F

240+

Temperature [K]

2Z30r

2201

210 I L 1 L I L .
1} 1 2 3 4 5 B
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Figure 4: Freezing point depression of chloride salts.
Solid lines are model predictions, while dots are
experimental data. Data from [6].

Table 2: Relative average deviation (RAD) for osmotic
and mean ionic activity coefficients as an average for 22
salts, with parameters fitted to data both including and
excluding solubility

data
RAD® RADy
% %
Average, No solubility data 1.24% 2.74%
Average, With solubility data 2.66% 6.03%
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Figure 5: Solubility of NaBr, predicted with e-CPA
using parameters fitted to osmotic and activity
coefficient data. Solid line is model prediction, while
dots are experimental data. Data from [6]

In order to improve the solubility representation it
was chosen to include the solubility data in the
parameter estimation, while still keeping the standard
states from extended UNIQUAC. Viable standard states
covering all relevant hydrated and pure salts were
available for 22 of the pure salts and thus for these 22
salts new parameters were estimated, where both
osmotic and activity coefficient data as well as
solubility data were included. This clearly improved the
representation of the solubility as seen in Figure 6,
however it does have an effect on the accuracy of the
model in terms of osmotic and activity coefficients as
the relative average deviation compared to the
parameters without solubility in the estimation roughly
doubles, as can be seen in table 2. This could indicate
that the use of extended UNIQUAC fitted standard
states is not the best choice for the standard states and
that the standard states should be fitted to this model.
Also only 22 of the 50 salts investigated in this study
have reasonable standard states, and thus it is not
possible to investigate solubility for the remaining salts
without also determining or estimating the standard
states for the salts.
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Figure 6: Solubility of NaBr, calculated with e-CPA
using parameters fitted to both osmotic and activity
coefficient data as well as solubility data. Solid line is
model prediction, while dots are experimental data.
Data from [6]

Conclusions

The e-CPA model has been parameterized with a three
parameter, non-linear temperature dependence. Initially
only osmotic and mean ionic activity coefficient data
were included in the estimation, in order to investigate if
it would be enough to describe all key properties of the
salts. The model could for all salts describe the osmotic
and mean ionic activity coefficients with acceptable
deviations.

It was found that the solubility was not represented
with satisfaction, and thus solubility data were also
included in the solubility. Including the solubility data
in the parameter-estimation yielded much more accurate
descriptions of the solubility, however, the deviations
for osmotic and activity coefficients roughly doubled.

It is noted for many of the salts investigated in this
study, that standard states are not available, neither from
databases nor from extended UNIQUAC. Also it is
questionable to use standard states in e-CPA, which was
fitted to a different model (extended UNIQUAC). This
suggests that new standard states should be estimated
both where none are available, but also the standard
states which were fitted to the extended UNIQUAC.
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Modelling of Gasification of Biomass in Dual Fluidized Beds

Abstract

During biomass gasification, tar are formed from the biomass, which can be problematic for downstream processing.
Controlling the properties of the tars may make the cleaning of the gas easier, and help to run at optimal conditions.
This project investigates the formations of tars from biomass under gasification conditions in the dual fluidised bed,

by modelling the development of tar in a particle scale and reactor scale.

Introduction

There is a great focus on the utilization of biomass as a
renewable source for energy. The advantage of the
dual fluidised bed is the possibility of producing
synthetic gas with high hydrogen content and a high
LHV (lower heating value). Since biomass ashes have
a high tendency of agglomeration at elevated
temperature, the production of the syngas in fluidised
beds is usually conducted at relatively low
temperatures, which lead to the formation of tars. In
some process using syngas, tars may be troublesome
(catalytic conversion of syngas and fuel cells), because
of condensation and fouling. Tar may also be regard as
a valuable by-product that may increase the feasibility
of gasification. The understanding of tar formation and
properties becomes important for optimizing the
downstream cleaning or separation.

Specific Objective

The objective is to understand the tar development
under gasification conditions found in a dual fluidised
bed, by modelling. Both at a particle scale and at
reactor scale.

Tar properties

Tar contains a lot of different organic compound.
Therefore, tar are often not listed as individual
components but by their properties. Tar properties is
often divided into 5 different classes [1].

1. GC-undetectable: heavy tars that cannot be
detected by GC.

2. Heterocyclic: highly water soluble tars that is
often among the primary tars released from
biomass.
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3. Light aromatic (1 ring): easily condensable
and can be dissolved in water

4. Light PAH (2-3 rings): condense at low
temperatures even at low concentrations

5. Heavy PAH (4-7 rings): Condense at high
temperatures

With biomass being a complex material it is not all
tar that are equal troublesome. The tar with highest
amount come from cellulose and hemicelluloses,
which can be easily degraded. The amount of Tar from
lignin is low but is hard to degrade and often
repolymerised at high temperatures to even heavier
tars. Thus, the modelling of tar during gasification will
be focused on those from lignin.

Modelling approach

Tar development at the reactor level is dependent on
the primary tar (class 2 and 3) that is released during
the devolatilisation of the biomass, and thus the
modelling start with biomass devolatilisation.
Devolatilisation is dependent on biomass composition,
(ash, cellulose, hemicellulose, lignin), heating rate,
particle size, and pressure primarily. Setting up a
model for heat and mass transfer and reaction is
important for accurate prediction of tar release.

Further development of tar (to class 4, 5 and 1) in
the reactor is dependent on temperature, residence
time, gasification agent concentration, hydrodynamic
condition, feeding position, presence of catalyst, and
pressure, besides the primary release of tar. Modelling
of the tar development at the reactor scale will be done
at a simplified system, by compartmentalising the
system to account for changing hydrodynamics.
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Figure 1: Temperature prediction compered to
experimental data from [2].

Present status of study

At present, the heat transfer inside a particle is
modelled as an infinite cylinder to accommodate the
biomass geometry. Giving a heat transport equation of:

A ”) a2
e -\ Tran) T
With the boundary conditions
—T=Ufura..[£taﬂdr=0 )
dr
daTl

A= W(Ta = Tourid + €0 (T — T ) 3)
foralltand r =R
T=Tyforallrand t =0 4

The density change is evaluated from the reaction of
the individual components:

T
Cellulose <: ars
Char and gas

Tars

Hemicellulose

Lignin tars
Lignin — Active lignin <

Char and gas

Evaluation of this system give relative good results for
the temperature profile as shown in Figure 1 when a
small heat release is related to the pyrolysis. The
reactions need to be extended to include more detailed
information for the primary tars.

Challenges
The major challenge for tar models is often the lack of
reactions kinetics, which leads to models that can only
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be used to predict tar formation for specific
systems/condi-tions or types of biomass.

Many models is focus on predicting the tar under
flash conditions, which is used for bio-oil production.
For these systems, the amount of tar from lignin is a
relative low and is often of less interest. The secondary
reactions are often neglected because of small particles
and quenching of the gas. The effect of inorganics is
seldom considered. These facts indicate that
information of the role of lignin in gasification is
needed for the modelling of tar formation under
gasification conditions. Increasing information on the
composition of the primary tar will be a key for better
understanding the tar properties during gasification.

Future work

The further work is based on investigating how
inorganic combines with torrefaction may influence
the primary tar release from lignin. This will lead to a
different combination of side groups, which may affect
the primary tar composition.

The particle modelling will be further extended to
include more information on the primary tar
composition. Including how secondary reaction with
inorganics inside the particle may influence the
composition.

At the end, the particle model should be integrated
with a reactor scale model to understand the tar
development.
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Bioprocess Evaluation Tools

Abstract

This project is developing a systematic framework for sustainable process design of bioprocesses, where applying
adequate evaluation tools from an early stage of development can guide research and development. This approach is
illustrated with a case-study — the biocatalytic synthesis of R-(+)-perillic acid by Pseudomonas putida DSM 12264.
Perillic-acid is a monoterpenoic acid with a broad growth-inhibitory effect on bacteria, yeast and moulds, thus its
production process faces several challenges, namely product inhibition. Process simulation tools allowed the
identification of key parameters for process development and targets for process metrics, such as product
concentration (gprodue/L) and space-time yield (gproduct/Lreactor/h). This can provide a set of guidelines for biocatalyst
and process development that will assist research and support decision-making.

Introduction

During the last few years considerable progress has been
made in the production of organic compounds by means
of fermentation or biocatalysis [1].

Biocatalytic processes have a number of features that
make them into alternatives with great potential for
“green” and selective processes and its application is
steadily increasing at an industrial scale [2].

However, most biocatalytic processes at an early
development stage do not fulfill the economic
requirements for industrial operation [4] [5].

Many of these under-developed biocatalytic
processes often show low product concentrations
(gprodue/L), which compromises downstream processing
cost; low space-time yield (Zproduct/Lreactor/h) Which will
increase capital costs (CAPEX) and energy requirements
during the reaction; low reaction yield (Zproduct/Zsubstrate)
and finally low biocatalyst yield (Zproduct/biocatalyst). All
these process metrics are critical for an economically
competitive process at an industrial scale.

This PhD project aims to evaluate the feasibility of 3-
5 case studies and establish a set of tools that can be used
to evaluate processes in several stages of development
and to provide guidance for research and development.

Case-study 1

The first case study to be evaluated is the production
of R-(+)-perillic acid via biotransformation of R-(+)-
limonene using a whole-cell biocatalyst (see
Figure 1) [3].
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Re{#)-Limonene Re{#)-Perillyl alcohol R{#)-Perillaldehyde Re{#)-Perillic acid
Figure 1: Bioconversion of R-(+)-limonene to R-(+)-
perillic acid by P. putida DSM 12264: (A)
monooxygenase; (B) alcohol dehydrogenase; (C)

aldehyde dehydrogenase [3].

Perillic acid is a monoterpenoic acid present in the
plants Perilla mint and Perilla frutescens, which has a
broad growth-inhibitory effect on bacteria, yeast and
moulds. Thus it is an attractive candidate to be used in
substitution of conventional preservatives, particularly in
cosmetic industry [3].

However, the bioprocess faces numerous challenges,
namely substrate and product inhibition, low biocatalyst
activity, low water solubility of limonene and its
derivatives and high volatility of limonene.

To overcome product inhibition limitations, in situ
product removal (ISPR) is necessary. Figure 2 shows the
scheme of the integrated bioprocess, where the culture
broth is continuously recirculated through a recovery
loop containing a column with a fluidized bed of anion
exchanger.
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Figure 2: Scheme of the integrated bioprocess [3].

In order to determine the process bottlenecks, an
initial feasibility analysis of perillic acid production
process was done. Mass balances and process simulations
were made, which allowed the determination of values
for a set of process metrics (product concentration,
reaction yield and space-time yield) which can be used to
provide targets associated with the economic demands of
the process. These metrics can then be used to help define
a suitable development strategy.

From the in silico analysis, it was observed that the
metrics are still far from the required targets to achieve
the economic goals of this process.

Further analysis, allowed the identification of the
main bottlenecks of the process — the specific
productivity (Zproduct/gee/h) of the selected strain is low;
product inhibition; and substrate volatility.

This allowed the identification of a set of
intensification technologies that can improve the process
— e.g. two-liquid phase operation, an adequate strategy
for substrate feeding or alternative approaches for in situ
product removal; and a set of tools for biocatalyst
improvement, namely genetic engineering tools
(improved expression of the enzymes of interest or
selection of different host organisms).

All the options for process and biocatalyst
improvement will be included in a suitable development
strategy, which can result in a reduced process
development time.

Conclusions

It is still a challenge to develop bioprocesses given the
complexity of the systems. However, the determination
of process metrics from an early stage of development
provides a valuable tool for better understanding of the
systems limitations and to help define the introduction of
intensification technologies, such as substrate feeding, or
two-liquid phase operation; or alternatively genetic or
protein engineering for biocatalyst improvement.
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Development of advanced mathematical data interpretation methods
for application in microbioreactors

Abstract

During the last decade significant research within industrial biotechnology has been directed to downscaling, and
channeled in the development and further implementation of small scale bioreactors. Recently studied
microbioreactors (MBRs) with parallel operation hold the promise of enabling faster, less labor intensive bioprocess
development, with significantly reduced reagent usage and waste generation. However, the successful application of
MBR technology will only be possible if it can rely on appropriate software and automated data interpretation of the
MBR experiments. Thus, the software and data interpretation tools should allow maximizing the exploitation of the
flexibility and the capabilities of the MBR platform to deliver information-rich experiments on the one hand, and on
extracting as much information as possible from the obtained experimental data on the other hand. In practice, this
can be achieved by coupling advanced mathematical data interpretation to the MBR experiments.

Introduction

Industrial biotechnology processes rely on screening
programs for achieving high yields and volumetric
productivities, which are crucial to economic viability.
High-throughput screening is a feasible approach to
identify  interesting, refined production  strain
candidates. However, a significant problem — both in
screening and in large scale biotechnological processes
— is state estimation. The design of model based state
and parameters estimators that could provide reliable
on—line information on the biological variables and
model parameters has always been under discussion.
Thus, there is a clear need for systems that enable rapid
testing,  optimization, control and  bioprocess
development in low sample volumes, allowing parallel
cultivations with setup and run-time efforts, both in
terms of time and resource consumption, that remain
nearly independent of the number of bioreactors.

MBR technology with integrated sensors is an adequate
solution for rapid, high-throughput, and cost-effective
screening. It allows, in principle, continuous
measurement and control of various fermentation
parameters, despite the low volumes.

Methodology

Performing experiments at microscale will generate a
considerable amount of data, and in the end operating
such a microscale system with multiple functions in
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parallel will cause difficulties to interpret all generated
data using traditional tools such as a spreadsheet
program. Therefore, this project will be focused on
streamlining the data interpretation. The first part of the
work will be based on describing cultivations and
biocatalytic processes at microscale by mechanistic
models of reactor systems, either based on ordinary
differential equations (ODEs) or partial differential
equations (PDEs), and will specifically work on the
modeling of Saccharomyces cerevisiae batch and
continuous cultivations. Based on an existing Matlab™
toolbox developed at DTU, the work will be continued
for the further application of uncertainty and sensitivity
analysis for this model with the aim to use the analysis
results for proposing targeted new experiments in order
to collect informative experiments with the
experimental microbioreactor set-up using as few
experiments as possible. Furthermore, software sensors
have to be developed as well for the MBR platforms, to
extend the number of variables for which on-line
information is available. The two chemometric methods
principal component analysis (PCA) and partial least
squares (PLS) regression are commonly applied
together with spectroscopic data and process data, and
will be used to predict variables such as biomass
concentration and substrate concentration which are
usually difficult to measure on-line. The last part of the
project will be focused on automating experiments,



coupling simulations with a model with techniques like
Design of Experiments, Monte Carlo simulation or
optimization methods on the one hand, and then
transforming results into new experiments that are to be
performed in a MBR.

Mechanistic model

In order to propose a model both the bioreactor
performance and the microbial kinetics have to be
considered. Description of the bioreactor performance
includes the modelling of the mass transfer effects in
both gas and liquid phases and the microbial kinetics.
The microbial kinetics can be described either with an
unstructured model (no intracellular components
considered) or with a structured model (intracellular
components considered). At the level of the individual
cell, the population model may be unstructured (all cells
in the whole population assumed to be identical, i.e.
only one morphological form), or morphologically
structured (with an infinite number of morphological
forms the term segregated population model is often
used) [1].

Sonnleitner and Képpeli [2] proposed a classical
mechanistic model describing the aerobic growth of
budding yeast. The model is based on the fact that
glucose degradation proceeds via two pathways under
conditions of aerobic ethanol formation. One part is
metabolized oxidatively, and the other part reductively,
with ethanol being the end product of reductive energy
metabolism. Thus, their model describes the glucose-
limited growth of Saccharomyces cerevisiae and it is
able to account for the overflow metabolism, and to
predict the concentrations of biomass, glucose, ethanol,
and oxygen throughout an aerobic cultivation in a
stirred tank reactor. It has been shown that this
mechanistic model is quite generic [3] and in principle
could be applied in the case of MBR technology as well.
Furthermore, the workflow for a systematic model
analysis shown in Figure 1 is rather common and could
be used in this project as well.

Identifiable Monte Carlo simulation results

parameter subset for a parameler sample space
[ i I 1
Model Identifiability Parameter Uncertainty Global
formulation Analysis Estimation Analysis Sensitivity Analysis

Model parameters Estimated parameter
subset and respective

confidence intervals

Output variance
apportioned to the different
inputs / parameters of the
maodel

Figure 1: Schematic workflow for the model
analysis [3].

Software sensors

In the last decade numerous ‘software sensors’ have
been tested in biotechnological processes, mainly in lab-
scale. The concept ‘software sensor’ associates two
terms: a sensor and a software part that could be defined
as a hardware and an estimation algorithm respectively
(Figure 2). The development of reliable sensors for
relevant cultivation parameters leads to on-line

estimation of the unmeasurable variables and kinetic
parameters. Thus, it makes the software sensors an
important and potentially very useful tool in bioprocess
monitoring and control.

"SOFTWARE SENSOR'

BIOPROCESS

SENSOR

Process and Measurement Models

Figure 2: Principle of a ‘software sensor’.

The key tools in software sensor design are
mathematical models. The model properties settle an
appropriate estimation algorithm, and the quality and
validity of the model affects the performance of the
resulting ‘software sensor’. Usually, mechanistic
bioprocess models are based on mass balance equations,
which can be used as software sensors [4]. Being
difficult to define and to validate functions, the kinetic
parameters values could be settled as unknown and time
varying parameters. Thus, applying the adaptive
methods based on models with time varying parameters
is one of the most reliable techniques for bioprocesses
software sensors [5]. However, in case of lack of
knowledge about the reaction kinetics an alternative
solution would be an asymptotic estimator design,
which is based on General Dynamic Model (GDM) of
the process, developed on the basis of a corresponding
General Reaction Scheme (GRS) - a qualitative
description of the main metabolic reactions. Such
estimators are simpler in comparison with the
exponential estimators, based on the Kalman filtering
method and full knowledge of the process kinetics [6].
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The influence of hydrogen bonding on nonlinear extensional rheology of
supramolecular poly(n-butyl acrylate)

Abstract

Supramolecular polymers are used in many fields as adhesives, coatings, cosmetics and in printing. Understanding
the dynamics of such transient systems is essential for tailoring user defined properties. Unlike linear viscoelasticity,
only few extensional rheology data exists for supramolecular polymers. They indicate that they are very promising
for tailoring the appearance of strain hardening. On the other hand, such data is also needed to develop sophisticated
multi-scale models that can later be used for predicting the flow behavior and molecular dynamics of
supramolecular networks. We investigate rheological properties of well-defined linear supramolecular polymers
based on Poly (n-butyl acrylate) (PBA). Systems with varying hydrogen bonding made via hydrolysis of PBA were
studied. While systems with moderate degree of hydrolyzation exhibit pure reptation based relaxation in the linear
regime, they exhibit significant strain hardening behavior compared to the untreated PBA. Furthermore, at a critical
percentage of hydrolization, the supramolecular PBA exhibits rubber like characteristics. The extensional rheology

experiments were performed on an updated filament stretching rheometer

Introduction

Hydrogen bonding is the most employed non-covalent
reversible interaction to create supramolcular poymeric
assemblies [1]. The dynamics of hydrogen bonded
transient networks can be significantly altered by
changing the exchange rate between two hydrogen
bonding motifs via external stimuli such as temperature.
At high temperatures molecular chains can release stress
at a fast rate because of decrease of hydrogen bond life
time which can lead to low viscosity melts. This
remarkable property thus allows easy processing of such
materials for various applications [2]. Alternatively, at
low temperatures the hydrogen bond life can be
significantly larger than the experimental time scales
leading to transient networks [3]. Hydrogen bonded
supramolecular polymers can be represented as shown

in Figure 1.
g
(///Zg){?fé .
==

Figure 1: Cartoon representation of hydrogen bonded
supramolecular polymer assembly. Red triangles
symbolize the hydrogen bonding moieties
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Majority of work in the field of hydrogen bonded
supramolecular networks exists for small deformations
or linear viscoelasticity (LVE) [3,4]. To the best of our
knowledge, mostly un-entangled systems have been
investigated to study the linear rheological response of
hydrogen bonded supramolecular polymers primarily
due to the ease of practicality involved with them and
importantly such systems offer isolating the dynamics
of  entanglements from the dynamics  of
association/disassociation. This however, still leaves out
room for the study of entangled hydrogen bonded
supramolecular  polymer, albeit the complexity
involved. Surprisingly, no literature exists on the non-
linear elongational behaviour of such hydrogen bonded
supramolecular polymers which provided us the
incentive for this research.

Experimental Details

Materials

We used pure Polybutyl-n-acrylate (PnBA) and three of
its hydrolyzed variants mentioned here in increasing
amount of hydrogen bonding content. These include
samples: AA6, AA12, AA38. The numbers used in this
nomenclature denote the percentage of acrylic acid
groups. Pure PnBA was obtained from Polymer



source,Inc. and had a polydispersity index,PDI, of 1.38.
Hence polydispersity may have an effect on the data
reported hereafter, albeit small.

Non-linear viscoelasticity

The extensional stress growth coefficient as a function
of time was measured by a filament stretching
rheometer (DTU-FSR). Measurements were performed
at a constant hencky strain rate imposed at the mid-
filament diameter using an online control scheme [5].
All experiments were performed at 21.5°C. The
imposed strain rates were varied from 0.0006s™! to 1s™"

Results

The non-linear rheology measured using the DTU-FSR
is shown in Figure 1. The strain rates increase from
right to left in Figure 1. The solid lines represent the
LVE envelop obtained from a multi-mode Maxwell fit
to the linear rheology data.
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Figure 2: Stress growth coefficients at various strain
rates for PnBA and its hydrolyzed derivaties as a
function of time.

Typically for monodisperse entangled linear melts
no deviation from the LVE envelop (often termed as
strain hardening) is observed for imposed strain rates
less than the inverse of longest relaxation time.
However, strain hardening is observed for our samples
as evident from Figure 1 despite the fact that the strain
rates were well less than the inverse of longest
relaxation time. This deviation is attributed to the
presence of acrylic acid groups in the hydrolyzed
samples thus representing hydrogen bonding. The
amount of strain hardening increases with amount of
acrylic acid group density to almost four orders of
magnitude for AA38 containing 38% acrylic acid
groups.

When the stress is plotted as a function of Hencky
strai, the curves show a tendency to come closer as
opposed to what one would expect for a pure
monodisperse linear melt where each curve is distinct
and separated. This is shown in Figure 3. The black line
represents the stress prediction of Neo-hookean model.
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Figure 3: Extensional stress as function of hencky
strain at different strain rates for pure PnBA and 38%
hydrolyzed PnBA.

Discussion

We interpret the increase of strain hardening behaviour
with increasing acrylic acid group density, as an
increase of life time of hydrogen bonds causing more
extension of sticky rouse modes thus resulting in an
increased strain hardening. This reasoning correlates
well to the slope of 0.5 observed in the linear rheology
data for AA38. Deviation from Neo-hookean prediction
becomes relatively less for hydrolyzed PnBA suggesting
that the hydrogen bonds are relatively long lived yet still
transient because of absence of a unique stress-strain
curve.

Conclusions

The incorporation of acrylic acid groups resulted in
significant increase in strain hardening behaviour of
hydrolyzed PnBA melts indicating that the life of
hydrogen bonds increases with increasing concentration.
These results suggest a potential in utilizing hydrogen
bond transient networks in melt rheology to tailor strain
hardening behaviour.
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Practical Application of Models in the Urban Water System: Simulation
Based Scenario Analysis

Abstract

Nowadays a wastewater treatment plant is challenged to not only provide clean water but also to take its carbon
footprint into account. Another ‘new’ challenge is the removal of so called micropollutants. In order to further
optimize the performance of the wastewater treatment plant a good understanding of the production of greenhouse
gases and the removal of micropollutants is required. Modeling these processes contributes to the development of a
proper understanding of the main mechanisms involved, and enables to test different plant operation scenarios on
their efficiency in silico. As a result new evaluation tools can be developed concerning the production of greenhouse

gases and the removal of micropollutants.

Introduction

With the increasing awareness of global warming also
wastewater treatment plants (WWTPs) have to monitor
and if possible reduce their production of greenhouse
gases (GHGs). In a WWTP, three different GHGs are
produced, namely CO,, CH; and N,O. The global
warming potential (a measure to compare the effect of
different chemicals on the global warming) of CH, is 34
kg equivalent CO, and that of N,O is 298 kg equivalent
CO; [1]. This shows that a small production of N,O will
have a higher impact compared to a small production of
CO, and therefore it is important to take those emissions
into account.

Besides GHG emissions, a WWTP has a relatively
new challenge. Indeed, the development of methods to
measure chemicals at low concentrations has resulted in
a growing awareness of the presence of low
concentrations of the so-called micropollutants in the
aquatic environment. These micropollutants can
originate from medication, illicit drugs and personal
care products. Recent studies have shown that these
chemicals can influence aquatic life by inducing sex
reversal and/or intersexuality [2], or that the
reproductive behavior is reduced [3]. WWTPs are
traditionally not designed to remove micropollutants;
however a change in operational conditions such as
increasing the sludge retention time can increase the
removal of certain micropollutants ina WWTP [4].

In order to face these challenges the Benchmark
Simulation Model 2 (BSM2) will be extended to include
the processes concerning GHGs and micropollutants.
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The BSM2 is a general plant wide model of a
WWTP that was developed with the purpose of
comparing different control strategies [5]. The model
includes a plant layout, shown in Figure 1, a simulation
model, influent loads, test procedures and evaluation
criteria. When using the same plant layout, influent
loads, test procedures and evaluation criteria, the
outcome of different control strategies will be
comparable in an objective way.

Figure 1: A schematic overview of the plant layout of
BSM2.

Objective of PhD study

The objective of this PhD study is to extend the BSM2
with processes involving the GHG production and
processes concerning the micropollutants. Once this
extension is made different operating scenarios will be
compared in silico according to newly developed
evaluation tools. These evaluation tools should include



criteria concerning GHG emissions and micropollutants
besides the current effluent quality index and
operational cost index.

Carbon footprint of the WWTP

Nitrous oxide is being produced in a WWTP as an
intermediate in the anoxic zones during heterotrophic
denitrification. It can also be produced in the aerobic
zones by ammonia oxidizing bacteria. This can happen
during nitrifier denitrification and by chemical
reactions; however it is not yet known precisely how
these processes work and to what extent they contribute
to the overall production of N,O [6]. Ni et al. [7] have
developed four different mathematical models that can
describe the N,O production. These models were
implemented into the BSM1 in order to account for N,O
production by ammonia oxidizing bacteria (AOB). The
dynamic simulation results of the different models are
shown in table 1.

Table 1: The dynamic results of the four different
models published by Ni et al. [7] with the BSM1.

* Concentration taken from last reactor

AOB Incomplete
denitrification oxidation of .
hydroxylamine Units
(NH,OH)
Model Model Model Model
A B C D
3
302 2.51 3.96 5.42 2.52 g 02.m
-3
Sy 286 0042 231 335 gNm_
Sys 1434 299 2382 1396 gNm’
Sw, 181 198 00030  1.10 gNm’
SNO 0.019 0.33 0.0010  0.0020 g N.m_3
S0 0026 0098 0069  0.046 g N.m
X+ 1927 9516 4853 8125 .
AOB 2 - . . g COD.m
-3
Xet 3038 1320 2022 3052 g COD.m
=1
GNZO 68.42 175.20 70.13 56.70 kg NZO-N.d
% N20
6.8% 17.5% 7.0%  5.7%  Produced
of N-
influent

As can be seen in the table, the different models
predict a different percentage of N,O produced with
model B having the highest percentage (17.5%) and
model D the lowest of 5.7%. This indicates that more
research is needed to establish the pathways involved in
N,O production. With N,O data obtained at different
WWTPs in Sweden, calibrations will be performed with
the available models in order to select the most realistic
model.

For now the CO, production is mainly calculated by
conversion factors and the CH, production by the
anaerobic digester is already calculated in the BSM2.
The emissions that are taken into account when
calculating the carbon footprint are emissions during: i)
treatment, namely biological treatment, endogenous
respiration, BOD oxidation, nitrification (CO, credit)

and nitrogen removal; ii) energy use of the plant; iii)
sludge digestion; iv) sludge disposal; v) power credit by
use of biogas; and, vi) chemical usage. The emissions
during the building of the WWTP are not taken into
account as those are not controllable. Once the BSM2 is
extended with the production of the three GHGs,
different control strategies can be compared in order to
decrease the carbon footprint of the plant during
operation.

Micropollutants

There are many different micropollutants present in the
wastewater with each compound having its own
characteristics. Therefore every compound has to be
modeled with different parameters. However, the same
processes are responsible for the removal of the
micropollutants in WWTPs. The dominant processes

removing the micropollutants are sorption and
biotransformation [8]. Other processes that also occur
with  the micropollutants are desorption and

retransformation into parent compound. These processes
can take place in the aerobic and in the anoxic phase;
however there are different parameters for the aerobic
and anoxic phase. These processes will lead to three
different forms of the micropollutant in the wastewater,
namely the liquid form, Cy;, the sorbed form, Cg;, and
the conjugated form, Cc;. There is then also a fraction of
the micropollutants that can not be removed because it
is sequestered (Cspj). These are just the processes
concerning the micropollutants in the activated sludge
reactors. To model the fate of the micropollutants in an
urban water system context, also the behavior in the
sewer system, the settlers, the anaerobic digester and the
receiving waters should be taken into account.

There are different studies on the removal of
micropollutants in a WWTP, however not all include a
mathematical model, and the published models differ
largely. For this study the framework published by
Plosz et al. [8, 9] was chosen. This framework takes the
above-mentioned processes and variables into account,
has been tested in lab scale and full scale and is easily
added to the activated sludge model. With this
framework, the occurrence, transport and fate of
different pharmaceuticals could be simulated. The
occurrence of the pharmaceuticals was modeled by
extending the influent generator of the BSM2 [10]. This
generator consists of a model block calculating the flow
rate, a block calculating the pollutant loads and a block
calculating the temperature. These calculations are put
together to define concentration profiles and passed
through a transport block where the sewer system is
defined. This is schematically shown in figure 3. To
calculate the loads of pollutants a daily profile is
combined with a weekly and a seasonal profile, which is
multiplied with the number of Person Equivalent (PE)
that are in the catchment (figure 3).

The occurrence of micropollutants is generated with
two different approaches. Daily, weekly and seasonal
influent dynamics for micropollutant with a regular
pattern are generated following a phenomenological
approach based on user-defined pollutant profiles.
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For compounds which are known to have more
random patterns/dynamics in the influent, a stochastic
approach based on Markov Chains is used. Drug
administration patterns, bioavailability, half-time and
total annual consumption rates are the basis to generate
the user defined profiles, while the Markov Chains are
constructed assuming a set of transition probabilities. As
mentioned before, the daily, weekly and seasonal
variation is combined and multiplied with the PE. Zero-
mean white noise can be added to give more realism to
the generated time series using the noise variance as a
tuning parameter [11].

The generation of the occurrence of the
micropollutants is calibrated with data provided during
an external stay at the University of Girona, Spain. High
frequency data of the occurrence of micropollutants
during three days was available. The occurrences of
three different micropollutants, ibuprofen (IBU),
sulfamethoxazole (SMX) and carbamazepine (CMZ) are
generated (figure 4).

IBU and SMX present a high correlation with
ammonium, which clearly indicates the impact of
human urine (figure 4 a,b). The estimated total pollution
loads are 60.58 g/day for IBU and 2.11 g/day for SMX.
It is important to highlight that to correctly describe the
dynamics of SMX the parameter subarea had to be
reduced. There could be two possible explanations to
this situation. First of all, one must notice that SMX is
several orders of magnitude lower in concentration than
IBU and consequently more sensitive to the error of the
sampling method [12]. Secondly, due to the sparsely
distributed catchment, the authors assume that the
compound that can be measured is consumed in the
closest urban area. Here the shorter hydraulic residence
time prevents complete mixing of SMX and therefore
the concentrations remains above detection limits.

Indeed, the sources of NH; and IBU are higher and
more plausible with a wide geographical distribution.
The last studied compound (CMZ) is correlated with the

occurrence of total suspended solids (TSS). This is
attributed to the fact that CMZ is excreted for only 1%
in the urine and 28% in the faeces [13]. However, the
metabolites of CMZ are correlated with the occurrence
of ammonium and therefore two different user defined
profiles were used (Fig. 3 e,f). The estimated pollution
load for CMZ is 1.55 g/d.

In order to evaluate the different control strategies of
a WWTP regarding the removal of micropollutants, the
traditional performance evaluation criteria have to be
extended. This can be done by including removal
indexes based on percentages of micropollutant
removed, or sorbed, but also by including a receiving
water model. With a receiving water model,
concentrations of the micropollutant after discharge can
be calculated and compared with concentration limits of
toxic compounds.

Conclusion

The extension of the BSM2 with processes concerning
GHGs is ongoing as there is no consensus on the
dominant pathway(s) for N,O production by AOB. The
extension with processes concerning micropollutants
has been focused on pharmaceuticals. The occurrence,
transport and fate of different micropollutants has been
modeled with the extended BSM2 and the occurrence
model has been successfully calibrated with high
frequency data from the University of Girona, Spain.

The extended BSM2 will make it possible to
objectively compare different operational/control
strategies by evaluating their operational costs, effluent
quality, GHG emissions and micropollutant removal.
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Figure 4: Dynamic occurrence of IBU (a) measured
(dots with uncertainty error bars) and simulated (line),
SMX (b) measured (dots with uncertainty error bars)
and simulated (line), and CMZ (c) measured (dots with
uncertainty errorbars) and simulated (line), during a
week generated with the extended BSM2 influent
generator.
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Low Temperature Thermal Gasification of marginal biomass
and waste resources — coproduction of energy and fertilizer

Abstract

This work aims at identifying new potential fuels for CHP systems encompassing pretreatment of marginal biomass
resources by low temperature gasification. The first part of the project has been development and application of an
easy-to-apply screening method for identification of promising new fuels. The subsequent parts of the work will
include pilot plant conversion of selected fuels and development of strategies to find optimal process balances
between output of high efficiency energy products and high quality ash fertilizer.

Introduction
The global biomass resources are limited, and especially
the high quality biomass resources — i.e. woody
biomasses, are stressed by increased utilization in small
and large scale energy and material systems around the
world. To facilitate a significant substitution of coal and
other fossil fuels with renewable biomass on a global
scale, suitable conversion systems need to be introduced
that can handle biomass resources of lower quality.

The Low Temperature Circulating Fluidized Bed
(LT-CFB) Gasifier is such a system. A simple process
diagram of the process is provided in Figure 1 below.

,L> Gas

Fuel

!

Gas & ash

Gas,
char & sand

Pyrolysis g::; ‘ Carbon

Chamber - . rich ash

Pyrolysis

=650°C €= Steam
é Air

Figure 1: Process diagram of the LT-CFB gasification
process.

The LT-CFB technology is highly fuel flexible,
robust and relatively inexpensive [1].

The current commercial application of the LT-CFB
gasification technology is as pretreatment and thermal
separation unit for biomass and waste fuels in coal-
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based co-firing systems. After treatment in the LT-CFB
gasifier, 95% of the heating value potential of the fuel
and 5% of the inorganics are present in a hot,
combustible gas product and the remaining 5% of the
heating value potential is left as residual carbon along
with 95% of the inorganics in the solid fraction
extracted from the bottom of the secondary cyclone.
The gas product is used to substitute coal in large scale
utility boilers and the solid product is applicable as ash
fertilizer and soil enhancer [1]-[3]. An illustration of
integration of LT-CFB gasification and existing coal
based power plant infrastructure is provided in Figure 2.

Power Plant Unit

Process gas
Straw u}
]
Ash fertilizer Electricity to grid
Heat to grid
Residuals
Figure 2: Illustration of the integration of LT-CFB
gasifiers and existing coal-based power plant
infrastructure.



Specific Objectives

A pilot LT-CFB facility with a thermal feed capacity of
100 kW exists at DTU Risg Campus and is used within
the project to test selected new promising fuels and
produce ashes for subsequent characterization and plant
growth experiments in related work packages. Through
pilot plant operation and subsequent char
characterization and system assessment, it is the goal to
identify process settings for optimal system operation. It
is the hypothesis that for each LT-CFB fuel systems
there is an optimal balance between stability of
operation, energetic efficiency of the system and char
quality.

As the project includes pilot scale testing of very
few fuels only, the initial screening and selection
process applied to pinpoint and select these fuels is a
very important part of the project. Identification of new
marginal biomasses is based on the following fuel
characteristics — or a mix hereof:

- The resource has a significant, unfulfilled
energy potential due to e.g. severe ash melting
or sintering tendencies

- The resource has a significant, unfulfilled
fertilizer potential due to e.g. severe risks or
toxicity issues related to its use and application

- The resource poses a significant waste problem

After identifying, selecting and testing new
promising fuels for the LT-CFB conversion platform,
and collecting data about the conversion of the fuel and
the characteristics of the produced products, it is also a
minor part of the project to conduct a sustainability
analysis on one or more of the fuels.

Results and Discussion
The main results from the project at the current state are
related to the findings of the fuel screening and
identification process. The focus of the work was on
development of a suitable, fast and easy-to-apply
screening method and the subsequent identification and
characterization of multiple new marginal biomass
resources. The assessment included 4 references, 9
residues from vegetable production, 4 residues from
animal production and 5 sludge- and waste fractions.
The technical assessment was conducted by comparing
the results from a series of physical-mechanical and
thermochemical experiments to those of already proven
references. The technical assessment was supplemented
by an evaluation of practical application and overall
energy balance.

The assessment yielded a long list of results
including:

- Bulk energy density per weight and volume

- Energy use for transport, drying and grinding

- Fuel proximate composition

- Char reactivity in reducing atmosphere, 750 °C

- The ratio between energy content in char and

volatiles from pyrolysis
- Agglomeration/char-sticking issues in pyrolysis
at 650 °C
- Ash sintering issues in steam/air at 750 °C

- Ash volatilization at 750 °C

- Char and ash densities

- Potential production of electricity and heat from

the thermal conversion system (including power
plant block)?

Based on the screening, many fuels were identified
as promising for LT-CFB conversion, and sewage
sludge from waste water treatment was selected as the
first to test in pilot scale conversion. This resource has a
global perspective within all three selection criteria -
energy potential, fertilizer potential and waste issues.

Conclusions

Low temperature gasification has a unique potential to
co-produce electricity, heat and fertilizer from marginal
biomass resources inapplicable in other thermal
conversion systems. An initial fuel screening process
has identified numerous promising new fuels for the
platform, and sewage sludge has been selected as the
first of these resources for subsequent pilot scale testing,
product characterization and system assessment.
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Biooxidation — Reactor and Process Design

Abstract

Oxidation reactions are a cornerstone in the fine chemical industry, but the reactions often suffer from low selec-
tivity and excessive waste generation. Biocatalysis can potentially solve these problems, however, it requires that the
technology is developed further to ensure industrially relevant product concentration, yield and productivity. This
PhD project will investigate how process and reaction engineering principles can help to solve the challenges

encountered in oxidative biocatalysis.

Introduction

Oxidation reactions are a key part of organic chemistry,
and perhaps the most frequently employed reaction type
in the chemical industry. Oxidation reactions enable the
formation of important functional groups such as
alcohols, aldehydes, epoxides and carboxylic acids,
from which various other functionalities can be
incorporated to produce the compound of interest.
Traditionally the oxidation chemistry is conducted with
stoichiometric amounts of transition metal based oxi-
dants (e.g. permanganate and dichromate) in the fine
chemical industry. These processes often generate large
amounts of waste, and most often require chlorinated
organic solvents. Much work have been carried out to
develop metal catalysts that enable highly selective
oxidation using simple oxidants such as Oz or HO»,
however, there are still significant requirements for
improvements in order to develop processes complying
with the principles of green chemistry [1].

Biocatalytic oxidation (biooxidation) can potentially
solve many of the problems encountered with chemo-
catalysis, as enzymes offer high regio- and stereo-
selectivity and high turnover rates at mild reaction
conditions using simple oxidants (O) [2]. Industrial ap-
plications of biooxidation do exist, but are limited to
few specialty chemicals employing mainly whole-cell
biocatalysis (growing or resting cells) [3]. A main
reason for the low level of industrial implementation is
that many of the most industrially relevant enzymes
have poor stability even in the environment of a cell.
The stability is further challenged by the need for
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processing unnatural substrates, which typically are
both inhibitory to the enzymes and increase deac-
tivation. Furthermore, the enzymes require molecular
oxygen, which traditionally is supplied by bubbling air
through the reaction mixture. Enzyme deactivation at
gas-liquid interfaces is a well-established phenomenon;
the air bubbles may therefore furthermore decrease the
enzyme stability [4].

There is a need for further research to develop new
biocatalysts, to improve activity and stability of existing
biocatalysts, to develop suitable reactor technology, to
perform economic and environmental assessments, and
to demonstrate process robustness at bench and pilot
scale in order to facilitate the implementation of the
biooxidation technology in the chemical industry. These
challenges are investigated in the European project
BIOOX, which this PhD project is part of [5].

A) \H/ Monooxygenase \1/\
5 S OH
o, H,0
Oxidase
B) \ﬁ,,/\ on \Hn/\o
0, H,0,
Y0.
H,0 Catalase

Figure 1: Examples of biooxidation reactions: Terminal
hydroxylation of alkane to alcohol (A) and oxidation of
alcohol to aldehyde (B).
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Figure 2: Oxygen supply methods to be investigated: A) bubble aeration, B) membrane aeration, and C)

hydrogen peroxide decomposition by catalase.

Specific Objectives

This PhD project aims to investigate how process and
reaction engineering principles can improve the produc-
tivity of alcohol synthesis and transformation using
oxygen dependent enzymes.

The project will focus on two types of reactions —
terminal hydroxylation of alkanes to alcohols (Figure
1A) and oxidation of alcohols to aldehydes (Figure 1B).
The hydroxylation reaction is carried out using a P450
monooxygenase in the form of a whole-cell biocatalyst,
i.e. using enzymes situated inside a cell, because the
enzyme requires NADH co-factor that is regenerated by
cell metabolism. The oxidation of alcohols is catalyzed
by a soluble oxidase, whereby molecular oxygen is
reduced to hydrogen peroxide, which is decomposed by
catalase. Both reaction systems represent specific
challenges, such as limited enzyme stability, substrate/
product inhibition, and low substrate/product solubility.

A major challenge is to ensure that the reaction rate
is not limited by the oxygen supply rate, while
minimizing enzyme deactivation. Soluble enzymes tend
to unfold at the gas-liquid interface hereby increasing
the risk of irreversible deactivation of the enzyme either
by oxidation of amino acid residues or protein
aggregation. A key part of this project will therefore be
to study the deactivation of enzymes at gas-liquid
interfaces, and how this can be avoided. To do so the
enzyme stability will be studied at different aeration
rates and oxygen concentrations in a reactor with bubble
aeration. Furthermore, alternative strategies for
supplying oxygen will be investigated (Figure 2), such
as membrane aeration, where oxygen is supplied to the
reaction medium via a membrane. Hereby the gas-liquid
interface can be avoided, therefore potentially reducing
enzyme deactivation. Oxygen can also be supplied by
adding hydrogen peroxide which is decomposed to
oxygen and water by catalase. The method also avoids a
gas-liquid interface in the reactor. However, hydrogen
peroxide can also damage the enzymes (or cells) and it
is therefore important to ensure a low concentration of
hydrogen peroxide at all times. This might become a
limitation in an industrial scale reactor, where spatial
heterogeneity is unavoidable due to imperfect mixing.

Another focus in this project will be to investigate
the oxygen consumption of biocatalysts. The oxygen
consumption rate of soluble enzymes follows directly

from the stoichiometry of the oxidation reaction.
However, for living whole-cell biocatalysts the oxygen
consumption rate is determined not only by the oxi-
dation reaction, but also by the metabolism of the cell.
Flux balancing can be used to predict the oxygen
requirements of cells. This requires knowledge of the
energy requirements for cellular maintenance and
growth, which is known for most organisms at typical
growth conditions. However, during biocatalysis the
cells are typically nitrogen limited to avoid growth and
exposed to unnatural substrates, which might
substantially change energy requirements and hence the
oxygen consumption rate. An objective in this project is
therefore to design experiments to determine the
required energetic parameters and oxygen consumption
at relevant conditions.

The last part of the PhD project will focus on the
development of a simple process flowsheets for a bio-
oxidation process, which will enable the identification
of process bottlenecks and economic and environmental
evaluation of the process, hereby identifying where
further development is required to facilitate industrial
implementation.
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Novel Clay/Nanocellulose Biocomposite Films and Coatings in the Context of
New Packaging Materials

Abstract

During recent years several efforts have been made into bio-based and renewable resources. Among all the
resources the packaging and more specifically the packaging for food application has started to awake the interest of
the scientific community. Although currently there are biopolymers available at the market, there is still some work
to do in the optimization of some technical properties, such as mechanical properties and barrier properties. The
addition of novel nanoreinforcements as nanocellulose, cellulose nanofibers or whiskers, organically modified
layered silicates or other kind of nanoreinforcements could promote the properties of the biopolymers enough to

have the right technical parameters for this application.

Introduction

The use of petroleum-based products for packaging
applications represents a serious global environmental
problem, not only from the point of view of the raw
material but also due to the lack of biodegradability of
the most part of the petroleum-based products. In recent
years novel bio-based materials have been exploited to
develop edible and biodegradable materials.

However, the use of edible and biodegradable
polymers as PLA has been limited because of
challenges related to material performance (such as
brittleness, poor gas and moisture barrier), processing
(such as low heat distortion temperature) and cost'. The
addition of some nanoreinforcements such as
nanocellulose?, nanoclays® and others* could possibly
enhance enough the biomaterials properties for these
applications. Nowadays a big effort is being made into
the field of reinforced composites for food packaging
applications®

During recent years several researches into cellulose
nanofibers reinforced polymers have been done®. There
are several publications reporting the influence of the
nanocellulose into the mechanical properties of the
polymers. Apart from the mechanical properties an
improvement on barrier properties has been reported’.

There is no uniformity of results in cellulose
nanofibers based composites since there are several
factors which can affect the result of the composites: a)
the aspect ratio and nature of the cellulose nanofiber, b)
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the compatibility, dispersion and load of the reinforcing
agent and c) the nature of the matrix, among others.

The first nanoclay composite was obtained by
Toyota in 1993 but improvement in nanocomposite
properties has not been reported until 2002. The
addition of small amounts of nanoclays in the polymeric
matrix has been reported to improve some properties
such as the barrier properties (up to 60%), mechanical
properties especially at low clay loading that also gives
fire retardant behavior. The barrier properties especially
for oxygen are key parameters to develop edible films
for food packaging applications since the permeability
to oxygen is related to the shelf life of the food.

Recently novel nanoclay/nanofibers nanopapers
have been developed which are reported to have great
mechanical and gas barrier properties. This material has
been reported to have fire retardant effect.

Specific Objectives

The research will be focused on the development of
nanoclay/cellulose nanofiber reinforced films for food
packaging applications. The cellulose nanofibers could
enhance the mechanical properties of the films
meanwhile the nanoclays could improve the barrier
properties.

Results

In previous works we proved that the CNF was a better
nanofiller than the C30B in order to improve the
thermomechanical and barrier properties. Moreover it



was found that the combination of both fillers was
leading to enhanced barrier and thermomechanical
properties.
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Figure 1: DMA of the nanocomposites
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Figure 3: WVTR of hybrid nanocomposites

Apart from those improvements on properties which
are critical for food packaging it was found that the
combination of CNF and C30B was enhancing the
crystallization speed of the nanocomposites.

Eothermal crystallization 120 °C

—— PLA
—— PLA G30B
—— PLA CNF
—»— PLA CNF CH8

HaatFlowim\Wg)

T T T 1
0 40 60 &0 100 120

Time (min)
Figure 4: Isothermal crystallization of the
nanocomposites
Conclusions

The combination of even mall quantities of CNF and
C30B reinforces the PLA making it suitable for the food
packaging industry.
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Single Biomass Particle Combustion and Fuel Characterization

Abstract

Coal fired power plants contribute significantly to greenhouse gas emissions, particularly CO. An attainable way to
reduce CO; emissions is to replace coal with biomass in power plants. Biomass has traditionally been fired in grate
and fluidized bed boilers, while experience with pure pulverized biomass combustion is limited. The objective of
this PhD research is to establish accurate simplified one-dimensional mathematical models, which will be possible
to use for the prediction of main combustion processes for biomass particles of different sizes and shapes. The
accuracy of these models will be validated against the experimental data provided by the measurements on the wire-

mesh reactor and entrained flow reactor.

Introduction

Biomass as an environmentally friendly and CO; neutral
fuel is increasingly used for power production. On the
global scale biomass contributes currently roughly 10 %
to the primary energy demand [1].

Biomass combusted in boiler can be used for the
production of heat, power and electricity. There are a
variety of biomass residues available around the world.
The most abundant of these are crops, forestry and
livestock residues [2].

The most common ways of biomass combustion in
power plants are grate firing and pulverized wood
combustion. Suspension firing of pulverized fuel has
been used for coal combustion for many decades. One
of the challenges in the pulverized biomass combustion
is to keep the power plant production energy efficient
and stable in operation. The reactivity of the chars
produced in the pyrolysis stage influences significantly
the power plant production.

The nature of the virgin fuel and the reaction conditions
during the pyrolysis stage have a strong impact on the
char reactivity [3]. The impacts of pyrolysis reaction
conditions on the char reactivity have been studied by
many researchers. However, only limited amount of
work is available to relate the pyrolysis conditions and
char reactivity.

Another challenge by using biomass in a suspension
firing plant is the presence of large top size biomass
particles (0.5-2 mm) where the coal particles size are
maximum 0.1-0.3 mm, causing problems with the flame
stability and burnout. The research dealing with the char

199

reactivity and biomass particles larger 0.5 mm at the
pyrolysis conditions has not been carried out in a larger
extent.

Objectives

A major focus of this work is to investigate the different
stages of a single particle biomass combustion behavior
(ignition, pyrolysis and char oxidation) for particles of
different type, size and shape. The char reactivity and
burnout will be studied on fuels with the various ash
contents and on different particle size fractions to relate
the pyrolysis conditions with the char reactivity through
the structural evolution and morphological changes of
the char.

The accurate simplified one-dimensional mathematical
single-particle model for biomass fast pyrolysis will be
developed for thermally thin and thermally thick
particles based on conservation of mass, energy and
momentum. The developed model will additionally
include influences of heating rate, final temperature and
organic/inorganic composition on the char formation
and yield.

The accuracy of the model will be validated against the
experimental data provided by measurements on the
wire-mesh reactor and entrained-flow reactor.



Results and discussion

The experimental setup has been designed and used at
TU Muenchen. The reactor is presented schematically in
figure 1:

max. 1250°C, 1000 K/s,
1 har

N:

Power supply

~— Electrodes

Stainless
steel mesh

Figure 1: Wire mesh reactor setup

The wire mesh reactor can be operated at temperatures
up to 1250°C and pressure up to 50bar. The heating rate
is controllable up to 3000K/s. The heating rates and end
temperature of the wire mesh are controlled until the
end of each run by LabView. The mesh is constantly
swept by nitrogen to remove any pyrolysis products and
to prevent the re-condensation of tars. After the heating
period the mesh is cooled down by thermal radiation
and the nitrogen sweep stream.

The experimental work is carried out to investigate the
influence of the heating rate, final temperature and
organic/inorganic content on the char yield and char
formation. In all experiments a sample mass of 10mg is
used. In the reference measurements the sample mass of
10mg is verified to be low enough to ensure uniform
distribution of biomass particles between wire meshes.
The final temperatures of 600, 1000 and 1250°C and
heating rates 10, 100, 300, 600, 1000 and 3000K/s with
the additional holding time 1.0s, which is found
sufficient to completed devolatilization process of 50-
200um biomass particles. Several different biomasses
were used in this experimental work: pinewood (0.26%,
ash), beechwood (1.3%, ash), wheat straw (3.8%, ash),
washed wheat straw (1.5%) and rice husks (19.7%, ash).
The result of this investigation in terms of the
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Figure 2: Influence of heating rate on char yield

heating rate influence on the char yield is shown in
figure 2. The increase in the char yield is observed for
all three samples when the heating rate steppes up from
10K/s to 3000Ks.

In figure 3, a significant influence of the final pyrolysis
temperature is noticed.
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Figure 3: Influence of final temperature on char yield
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Based on the conducted experiments, it can be
concluded that the final pyrolysis temperature has
stronger influence on the char yield than the heating
rate. The results at 600°C and 1000°C, measured on the
wire-mesh reactor, are compared with the flash TGA
data.
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Figure 4: Comparison of flash TGA results with the

wire-mesh reactor in terms of char yield
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In comparison to the measurements on the fast TGA
(10K/s, 1000°C, N»), the WMR data shows 4-7% more
of yielded char.

The influence of temperature on the particle size is
studied on the wire-mesh reactor, where pinewood and
wheat straw samples are sieved to such particle size
fractions as 50-200um, 250-355um, 355-425um, 425-
600um, 600-850pm and 850-1000um. The results of
this study are summarized in figures 5 and 6.
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Figure 5: Influence of particle size on pinewood char
yield
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Figure 6: Influence of particle size on wheat straw char
yield

The results in figures 5 and 6 indicate increasing char
yield with the increasing particle size for pinewood and
wheat straw. The char yield for the pinewood and wheat
straw at 1250°C is nearly constant, while the char yield
for 600°C and 1000°C decreases with the increasing
temperature. Additionally, the nearly constant char yield
is observed for the wheat straw at all three temperatures.
The influence of particle size on the char yield, based on
the results in figures 5 and 6, shows how the differences
in particle form can influence biomass char yield.
Original pinewood particles are cylindrical in shape
with the larger characteristic length than the wheat straw
particle, which are quite elongated and flat. The
differences in shape cause very high char yield for the
pinewood particle size fraction > 425um, indicating
importance of intra-particle temperature gradients for
larger particles. However, from the results in figures 5
and 6, the isothermal assumption for particle size <
425um is considered to be valid in 1D modelling.

In figures 7 and 8, particle size fractions are shown over
different holding times on the wire-mesh. The choice of
maximal holding time of 4 sec for the study comes from
Werkelin’s investigation [5] on low-ash containing
pellets.
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Figure 7: Influence of holding time on pinewood char
yield in dependency on the particle size fraction
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Figure 7: Influence of holding time on wheat straw char

yield in dependency on the particle size fraction

The results, shown in figures 6 and 7, indicate strong
influence of holding time on the complete conversion of
larger particles (>425um). For the complete conversion
of smaller particle size fractions (<425um) the holding
time of 1 sec is sufficient. The pinewood particles > 425
pm show nearly constant char yield after holding
sample on the mesh 4sec, while for the wheat straw
particles from 50um to lmm no significant changes in
the char yield are observed after 2sec holding. The
differences in char yield of pinewood and wheat straw
particles > 425um are due to the differences in the heat
transfer, indicating importance of particle size and shape
representation in 1D and CFD models.

The char of beechwood and wheat straw from the wire-
mesh reactor measurements is collected and analyzed by
using elementary analysis instrument, scanning-electron
microscope, FTIR and Near-Raman instrument.
Investigations carried out on chars, prepared on the
wire-mesh reactor and oven at 1000°C, show that by
application of fast heating rates (10-3000K/s) and slow
heating rate (10K/min) melting of the cell structure
occurs. The SEM images of pinewood at 1000°C with
the fast heating rate of 1000K/s indicate completely
molten particles with small cavities on the surface,
while the wheat straw particles retain their original
shape with the slight melting on the surface and
formation of bubbles.

Figure 8: SEM image of a molten pinewood particle



Figure 9: SEM image of a partially molten wheat
straw particle

The plastic transformation of char particles could be
related to the influence of organic and inorganic
components of biomass, described by Solomon model
[7]. This model assumes that during pyrolysis
depolymerisation, repolymerisation and cross-linking of
metaplast fragments occur with the transport of lighter
molecules away from the particle surface and with the
internal transport of lighter molecules by gas bubbles.
These phenomena are simultaneous at low heating rate,
but consecutive at high heating rates, where
repolymerisation starts after depolymerisation, leading
to the formation of a highly molten particle during
pyrolysis. Additionally, it was found that small
differences in the cross-linking rate affects drastically
the fluidity of the resulting char and that oxygen favors
cross-linking thereby preventing fluidity of the char [7].
This observation can be supported by results from the
elementary analysis, shown in figure 8.

2,00

HIC

10 Kirmin 350 °C

00 02 04 06 08 1.0
oic

Figure 9: CHNO-S analysis of beechwood and wheat
straw samples.

The measurements show decrease in O/C and H/C ratios
with the temperature increase from 600°C to 1000°C
and decrease in heating rate from 1000K/s to 10K/min,
indicating an increase in aromatization. Based on the
conducted measurements, the nearly constant O/C ratio
is observed for the wheat straw. This result may indicate
differences, coming from graphitizing and non-
graphitizing carbons.  Franklin [6] investigated
graphitization and non-graphitization phenomena in the
coal thermo-chemical processes. The pinewood and
beechwood samples change its porosity from 250°C to
1000°C significantly and contain probably more
graphitizing carbon with carbon nuclei remaining more
mobile after pyrolysis, while wheat straw does not show

any differences in porosity and retains shape of original
biomass. It is possible that the wheat straw char mostly
consists of non-graphitizing carbon, characterized by
stronger cross-linking, where crystallites-neighbors hold
with the increasing temperature during pyrolysis apart
by showing random orientation with respect to each
other, or, in other words, hindering coalescence. The
differences in the graphitizing tendency could influence
morphological changes of biomasses.

Conclusion and future work

From the investigations on the wire-mesh reactor, it can
be concluded that the final temperature has more
significant influence on the char yield than the heating
rate. However, the influence of holding time,
temperature and heating rate on the different particle
size fractions depends on the biomass type. The
morphological transformations of char are related to the
repolymerization, depolymerization and cross-linking
reactions, which are more consecutive during fast
pyrolysis than during slow heating rate pyrolysis. For
the future work the 1D mathematical model will be
established.
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Process synthesis and design using process group contribution methodology

Abstract

Process synthesis implies the investigation of chemical reactions needed to produce the desired product, selection of
the separation techniques needed for downstream processing, as well as making decisions on sequencing the
involved reaction and separation operations. For an effective, efficient and flexible design approach, what is needed
is a systematic way to identify the types of tasks/operations that need to be performed, the corresponding design of
the operation/equipment, their configuration, mass/energy flows, etc., resulting in an optimal flowsheet. This work
highlights the development of computer aided methodology for fast, reliable and consistent generation of process
flowsheets and rank them based on various flowsheet performance indices. The methodology is based on the group
contribution principles to solve the synthesis-design problem of chemical processes, where, chemical process
flowsheets could be synthesized in the same way as atoms or groups of atoms are synthesized to form molecules in
computer aided molecular design (CAMD) techniques. As in CAMD the generated molecules are quickly evaluated
with respect to target molecular properties using GC property models, the generated flowsheet alternatives are also

evaluated for properties like energy consumption, atom efficiency, environmental impact, etc.

Introduction

In a group contribution method for estimating pure
component/mixture properties of a molecule, the
molecular identity is described by means of a set of
functional groups of atoms bonded together to form a
molecular structure. Once the molecular chemical
structure is uniquely represented by the functional
groups, the specific properties can be estimated from
regressed contributions of the functional groups
representing the molecule. Having the groups, their
contributions and their interactions together with
governing rules to combine the groups into a molecule,
allows us to synthesize molecules and/or mixtures. This
is known as CAMD, computer aided molecular design.
Let us now imagine that each group used to represent a
fraction of a molecule could also be used to represent a
chemical process operation or a set of operations in a
chemical process flowsheet. A functional process-group
would represent either a unit operation (such as a
reactor, or a distillation column), or a set of unit
operations (such as, two distillation columns in
extractive distillation). The bonds among the process-
groups represent the streams connecting the unit
operations, similar to the bonds combining (molecular)
functional groups. In the same way as CAMD method
applies connectivity rules to combine the molecular

203

functional groups to form feasible molecular structures,
functional process-groups would have connectivity rules
to combine process-groups to form structurally feasible
process alternatives. Finally with flowsheet property
model and corresponding process-group contributions it
would be possible to predict various flowsheet
properties which can be used as performance indicators
for screening of alternatives.

Computer Aided Flowsheet
Methodology

The CAFD Framework, as shown in figure 1 is
composed of seven main steps:

Step I: Problem definition. In this step the user provides
the necessary information of the inlet and outlet stream
data (for example, pressure, temperature, compositions
and individual flow rates) along with the property
(process) targets for optimization.

Step 2: Problem analysis. The objective of this step is to
further define the problem through analysis of available
knowledge and physical insights.

Design (CAFD)

e Reaction Analysis: This analysis identifies the
reaction tasks needed to produce the desired
product. A database search is performed to find the
set of chemical reactions yielding the desired
product. All new reactants or by-products from the



matched reaction mechanisms are added to the
synthesis problem.
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Figure 1: Computer Aided Flowsheet Design (CAFD)
Methodology

Mixture analysis: This analysis is carried out in two
tasks. First the pure component analysis is
performed by retrieving a list of 22 pure component
properties from the ICAS database. For compounds
missing data/new compounds, the properties are
calculated using ProPred (property prediction tool
box) which is part ICAS [1]. Second the mixture
property analysis is made in terms of the binary
pairs of all the chemical species identified in the
problem. For each binary component pair
identified, analysis is performed to identify possible
azeotropes, eutectic points or potential mass
separation agents.

Separation task analysis: In this task feasible
process operation tasks are identified for each
binary component pair using the physical insights
based method for flowsheet synthesis developed by
Jaksland and Gani [2].

Step 3: Process-group selection. The objective of this
step is to select and initialize the process groups
representing all the combinations possible for each of
the separation task identified in the previous step.

Step 4: Generation of flowsheets. The objective in this
step is to combine the process-groups selected in step 3
according to a set of connectivity rules and
specifications to generate feasible flowsheet structures.

Superstructure  generation: In this task a
combinatorial algorithm is employed to generate
the superstructure of all flowsheet alternatives from
the initialized process-groups. The combinatorial
algorithm generates new flowsheet alternatives by

combining process-groups according to a set of
connectivity rules.

o Generation of SFILES: Having a process flowsheet
represented by process groups provides the
possibility to employ simple notation systems for
efficient storage of structural information of all the
process alternatives generated. The SFILES method
for flowsheets is similar to SMILES (Simplified
Molecular Input Line Entry System) developed by
David Weininger [3].

Step 5: Ranking of flowsheets. In this step,
benchmarking of all the feasible alternatives generated
is performed. For this flowsheet energy consumption
index property model developed by d’ Anterroches [4]
is used to predict the energy consumption of a given
flowsheet from contributions of corresponding process
groups employed in the processing route.
Step 6. Process design & Post analysis. This step of the
framework has three tasks: i) the resolution of the mass
balance through each process-group in the selected
alternative, ii) calculation of flowsheet design
parameters of the process unit operations in the
flowsheet structure through reverse simulation using
driving force concept [5], and iii) post analysis of the
selected alternatives to further screen the alternatives
based on various indicators related to environmental
impact, process safety and efficiency.

Step 7: Rigorous simulation. At this step of the

methodology, all the necessary information to perform

the final verification through rigorous simulation is
available. Rigorous simulators like PROII or ICASSim

[1] are used to further refine the most promising process

flowsheet and to perform optimization of the design

parameters.

Conclusions

A novel systematic approach based on the group
contribution concept has been presented. One important
feature of the method is its versatility, since it can be
extended by adding new process-groups representing all
types of process unit operations. Thus, it is possible to
simultaneously model, design, and synthesize novel
products and processes. On the other hand, the ability to
predict a flowsheet property (energy consumption)
without the need for rigorous simulation offers a lot of
advantages as it opens the possibility to screen a lot of
process options very quickly and with high accuracy.
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An experimental and theoretical study of CO; hydrate formation systems

Abstract

CO; capture and sequestration (CCS) is nowadays an important area of research for alleviating CO> emissions
worldwide. According to literature, CO; is globally the largest pollutant to which the global warming is attributed.
Consequently, hydrate technology may become an alternative post combustion solution of CO, capture from flue
gases (hydrate crystallisation). A main disadvantage of hydrate process is the high pressure it needs and, therefore,
several chemicals (promoters) are currently under examination which lessen hydrate equilibrium pressure. In this
study hydrate experimental results with several promoters are presented which were produced in MINES ParisTech.
Different CO, and N, gas mixtures were used with presence of promoters such as tetra butyl ammonium bromide
(TBAB), tetra butyl ammonium fluoride (TBAF), cyclopentane (CP) and mixtures of TBAB/F with CP.

Introduction

The capture of CO; and sequestration (CCS) has
become an important area of research for treating CO,
emissions. The effort is to develop energy efficient and
environmental friendly technologies to capture the CO;
produced in large scale power-plants, where flue gas
typically contains mostly CO; and N> [1]. One novel
approach to separate CO, from combustion flue gas is
via gas hydrate crystallization technique [4], [1]. This
technique allows hydrate crystals to be formed from a
mixture of COstgases and CO; is captured. Then the
hydrate crystals dissolve through imposition of
increased temperature and COs is concentrated in one
stream. [4]

Project objectives

This project aims to close the gap of experimental and
theoretical knowledge on CO; hydrates concentrating
mainly on promoters. Two research groups, one from
DTU and one from MINES ParisTech, are working on
closely, developing a new theory for the thermodynamic
treatment of CO; hydrates (DTU) as well as producing
new experimental data (France) for enhancing hydrate
formation literature. More particularly, the project core
is the execution of equilibrium experiments on gas
hydrate-formation systems e.g. for mixtures of
CO>+N+H,O+promoter. The chosen promoters were
tetra butyl ammonium bromide (TBAB), tetra butyl
ammonium fluoride (TBAF), cyclopentane (CP) and
mixtures TBAB/F with CP. The combination of TBA
halides with CP was inspired by [15] as it was revealed
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synergetic effect between TBAB and CP. This work
was conducted in collaboration with the Center of
Thermodynamic of Processes in MINES ParisTech,
where the experimental work was undertaken. The
results obtained are to be modeled using an extension of
van der Waals-Platteeuw’s theory along with an
association model for fluid phases.

Carbon dioxide hydrates

CO» hydrates are solid non-stoichiometric inclusion
compounds formed by a lattice structure, composed of
water molecules (named sost molecules) linked together
by hydrogen bonding, and stabilized by encapsulating
CO> molecules (named guest molecules). The most
common gas hydrates belong to the three crystal
structures: cubic structure I (sI), cubic structure II (sII)
and hexagonal structure H (sH). CO; forms sl structure.

Hydrate promoters

Currently various promoters (or formers) and mixtures
of them are under examination. Thermodynamic
promoters extend the hydrate formation region in a P,T'
diagram. Thermodynamic promoters are considered as
kinds of ionic liquids (ILs). The most well
experimentally examined example is the cyclic aliphatic
ether: tetrahydrofuran (THF). THF in water forms
nonideal mixture which shows high immiscibility at
low-temperatures and complex liquid-phase behavior at
high temperature [5]. Some tetra-alkylammonium
halides, which are water-soluble, such as tetrabutyl
ammonium bromide (TBAB), of fluoride (TBAF), of



chloride (TBAC) and some tetra-alkylphosphonium
halides like tetra-butylphosphonium bromide (TBPB)
have also been proposed as promoters of gas hydrates as
well as water immiscible cyclic hydrocarbon such as
cyclopentane (CP). Especially, the TBAB is generally
considered as promising material for various innovating
processes.

Equipment description

A brief sketch of the experimental equipment as used in
MinesParisTech is presented in Figure 1. At first, two
cylinders one of nitrogen and one of CO; and N; are
used. The first is used for cleaning the cell and the last
for providing the gas mixture in desirable pressure.
Then there is a vacuum pump in order to avoid
contamination of the tube and also to help cleaning the
cell. The procedure was as follows. The cell was
immersed in a water bath for controlling the temperature
and three transducers were attached to it; two of
temperature (on the top and bottom of the cell) and one
of pressure on the top. All of them were connected after
acquisition units to personal computer. The acquisition
results were obtained by the temperature transducer of
the top and pressure transducer of the bottom.

LNC T

PC
sp PTt
v ] ooz !
N2 *
N2 TTh

TR

Figure 1: Simplified schematic diagram of equilibrium cell

equipment. LNP: liquid nitrogen container. VP: vacuum pump.
SD:strirring device. TR: temperature regulator. TTt: temperature
transducer top. TTh: temperature transducer bottom. PTt: pressure
transducer top. PC: personal computer.

Temperature of the cell was controlled using a
thermostatic water bath (LAUDA PROLine RP3530).
One platinum temperature probe (Pt100) inserted in the
cell interior was used to measure the temperature inside
the cell within measurement uncertainties, which are
estimated to be less than 0.02K with a second order
polynomial calibration equation. The data acquisition
units (Agilent 34970A, HP 34970A) were coupled with
a personal computer to measure -and automatically
record- pressure, temperature and time data. The data
acquisition software also allowed adjusting the rate of
data acquisition. Continuous recording of pressures and
temperatures allowed detecting any subtle changes in
the system and true equilibrium conditions. A motor-
driven turbine agitation system (Top Industrie, France)
enabled to stir the cell contents at a speed up to 1100
rpm to increase the fluids contact and enhance water
conversion into hydrate.

Experimental part

The four gas mixtures used in this work were produced
with the use of a cylinder in which different
concentrations of CO; and N, were mixed. The CO; and
N, gas bottles used in this work were supplied by Air
Liquide. The molar fractions of CO, gas mixture were
app. 0.15, 0.11, 0.07 and 0.005. The exact
concentrations were measured by a gas chromatograph.
TBAB solutions with mass fractions of (0.05. 0.10 and
0.20) and TBAF solutions with mass fractions of (0.03,
0.05 and 0.10) were prepared by gravimetric method
using an accurate analytical balance (Mettler, AT200),
with mass uncertainty of £0.0001g. Double-distilled and
deionized water from Direct-Q5 Ultrapure Water
Systems (MilliporeTM), was used in all experiments.
When needed, cyclopentane was added in TBAB and
TBAF solutions with use of proper syringes. The results
for different CO,/N> mixture concentration for TBAB
promoter are summarised in Figure 2. In general, it is
observed very good agreement with the literature for
similar systems of 5%, 10% and 20% w/w TBAB
solutions which correspond to 0.29%, 0.62% and 1.38%
mol respectively.

0 CO, + N, + TBAB + H,0
9 4
8 4
7 4 |
6 o ¢ e
w5 ..0 A=
o
§4 A A !‘ A
a3 - 'S
2 A .Q L=
1 4
0 T T )
271 276 T (K) 281 286 291

Figure 2 Hydrate equilibrium points for different CO,+N, systems
with TBAB promoter. : CO, (20%mol)+N,, Olsen et al., 1999 [2];
a: CO, (11.24%mol)+N,+TBAB (0.29%mol), this work; e: CO,

(14.92%mol)+N+TBAB  (0.29%mol),  this  work; CO,
(13.70%mol)+N,+TBAB (0.29%mol), Chen et al., 2014 [13]; —: CO,
(20%mol)+N, TBAB (0.29%mol), Meysel et al, 2011 [3]; &: CO,
(6.87%mol)+N,+TBAB  (0.62%mol), this  work; . CO,
(14.92%mol)+N,+TBAB  (0.62%mol), this work; +: CO;
(20%mol)+N, TBAB (0.62%mol), Meysel et al, 2011 [3]; A: CO,
(15.90%mol)+N,+TBAB (1.00%mol), Lu et al., 2009 [7]; —: CO,
(20%mol)+N, TBAB (1.38%mol), Meysel et al, 2011 [3]; —: CO,

(6.87%mol)+N>+TBAB (1.38%mol), this work.

More specifically, the results of similar promoter and
gas mixture concentrations are in excellent agreement,
namely CO> (6.87% mol)+N,+TBAB (20% w/w or
1.38% mol) of this work, CO, (15.9% mol)+N>+TBAB
(15.9% w/w or 1.00% mol) of Lu et al., 2009 and CO,
(20% mol)+N,+TBAB (20% w/w) of Meysel et al.,
2011 [3]. In addition, the same behavior applies for CO
(14.92% mol)+*N,+TBAB (5% w/w or 0.29% mol) of
this work, CO, (20% mol)+N>+TBAB (0.29% mol) of
Meysel et al, 2011 [3] and CO; (13.70%
mol)+N>+TBAB (0.29% mol) of Chen et al., 2014 [13].
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Another observation is that the system of CO; (6.87%
mol)+N>+TBAB (10% w/w or 0.62% mol) of this work
is well placed on the left of CO; (14.92%
mol)+N>+TBAB (0.62% mol) of this work and CO;
(20%mol)+N>+TBAB (0.62% mol) of Meysel et al.,
2011 [3]. It intensifies the rational notion that the higher
CO> concentration in the mixture the easier the
promotion occurs. Similarly, CO,
(11.24%mol)+N>+TBAB (0.29% mol) of this work is
weaker promoted compared to COz (14.92%
mol)+N>+TBAB (0.29% mol) of this work because of
the lower CO; content.

From the literature, there is mismatch of CO, (13.70%
mol)+N>+TBAB (0.29% mol) of Chen et al., 2014 [13]
with the system CO: (15.9%mol)+N,+TBAB (0.29%
mol) of Lu et al., 2009 [7] respectively as shown in
Figure 1. Moreover, there is very good agreement in
CO; (6.87% mol)+N,+TBAB (20% w/w or 1.38% mol)
of this work and CO, (20%mol)+N>+TBAB (1.38%
mol) of Meysel et al., 2011 [3].

Similar procedure was followed for the system
CO+Ny+CP+H,0. For CO2/N; mixture (6.87/93.13),
15 ml of low CP concentration (6.03% mol or 20%
w/w) was used, purchased by Acros Organics (purity
>98%). According to Galfré et al., 2014 [12],
concentration of CP above 27.8% w/w produces
emulsion which means better mixing. Therefore, higher
CP concentration (22.15% mol or 52.57% w/w) was
used from which emulsion was obtained. Figure 3
summarises the results.

In Figure 3, there is a region in which CO,+N> mixture
dissociation points should exist according to Tohidi et
al., 1997 [10]; Zhang and Lee, 2009 [8] and
Mohammadi and Richon, 2009 [9]. These are the
boundaries of pure CO, and pure N, with CP+H,O
system respectively. The results of this work are well
included in these boundaries. Moreover, the CP
concentration does not have any impact on
thermodynamic equilibrium, in contrast to TBAB, most
likely due to water insolubility. This fact results, in
other words, results in excellent matching among the
systems of different CP concentrations.

CO,+N,+CP +H,0
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Figure 3 Hydrate equilibrium points for different systems. : CO,
(20%mol)+N,, Olsen et al., 1999 [2]; A: CO,+CP (1.33%mol), Galfré
etal, 2011 [11]; : CO+CP (6.03%mol), Galfré et al., 2011 [11]; —
No+CP  (20.42%mol), Tohidi et al, 1997 [10]; A: CO,
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(6.87%mol)+N,+CP  (22.15%mol),  this
(6.87%mol)+N,+CP  (6.03%mol),  this
(17.39%mol), Zhang and Lee, 2009 [8];
Mohammadi and Richon, 2009 [9].

work; o CO,
work; . COy+CP
: CO+CP (16.16%mol),

For CO2/N; mixture (0.48/99.52), 30 ml of TBAF
promoter were used, purchased by Sigma-Aldrich
(75% w/w in H2O). In Figure 4 the results are presented
together with three systems from literature. [14], [15]
[16], [17], [18]. The pressure range of Li et al., 2010
[14] is more narrow than of this work but anyhow there
is nice coverage between similar systems.
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Figure 3 Hydrate equilibrium points for different systems. ¢:CO,
(20%mol)+N,, Olsen et al., 1999 [2]; ®: CO, (0.48%mol)+N,+TBAF
(0.23%mol), this work; +: CO,+TBAF (0.14%mol), Mohammadi et
al., 2013 [16]; X: CO, (0.48%mol)+N,+TBAF (0.36%mol)+CP (5%
v/v), this work; A: CO, (0.48%mol)+N,+TBAF (0.36%mol), this
work; A: CO, (30%mol)+N,+TBAF (0.36%mol), Sfaxi et al., 2014

[17]; = CO,+TBAF (0.29%mol), Li et al., 2010 [14]; «: N,+TBAF
(0.36%mol), Mohammadi et al, 2013 [16]; - CO,+TBAF
(0.36%mol), Mohammadi et al., 2013 [16]; CO,

(30%mol)+N,+TBAF (0.68%mol), Sfaxi et al., 2014 [17]; X: CO,
(0.48%mol)+N>+TBAF (0.76%mol)+CP (5% v/v), this work; m: CO,
(0.48%mol)+N,+TBAF  (0.76%mol), this work; : CO,+TBAF
(0.62%mol), Li et al., 2010 [14]; /: CO+TBAF (0.80%mol), Lee et
al.,, 2012 [18]; = N,+TBAF (1.20%mol), Mohammadi et al., 2013
[16]; —: CO,+TBAF (1.20%mol), Mohammadi et al., 2013 [16];
CO,+TBAF (5.30%mol), Lee et al., 2012 [18]; «: CO,+TBAF
(3.00%mol), Lee et al., 2012 [18]; +: CO,+TBAF (3.30%mol), Lee
etal.,, 2012 [18];

The w/w TBAF results for 3.20% (0.23%mol), 5%
(0.36%mol) and 10% (0.76%mol) seem well placed in
the figure in comparison with literature. The gas
mixture, which is 99.52% mol N, produced more
steepen results than with higher CO, concentration. But
nonetheless, the difference in steepness even with pure
CO» is negligible. In addition, 0.23% and 0.36%mol
TBAF are in very good agreement with similar solutions
from literature as well as with gas mixtures with 30%
mol CO, results. [17] Moreover, there is consistency
between the results of N>+TBAF (1.20%mol),
Mohammadi et al., 2013 [16] and CO,
(0.48%mol)+N,+TBAF (0.76%mol), this work. Finally,
the use of CP for 0.76% mol TBAF has no effect in the
results while for 0.36% mol TBAF the behavior is
ambiguous. For low pressures (<30 bar), inhibition
effect is observed while for higher pressures (>30 bar)



promotion effect appears. In Figure 5 all hydrate
equilibrium points of this work are presented.

CO, + N, + TBAF/TBAB/CP + H,0

278 282 286 290 294
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Figure 5 Hydrate equilibrium points for different systems. -: CO,
(11.24%mol)+N,+TBAB ~ (0.29%mol), this work; e: CO,
(14.92%mol)+N,+TBAB  (0.29%mol), this work; X: CO,
(6.87%mol)+N,+TBAB (0.29%mol)+CP (5% v/v), this work; A: CO,
(0.48%mol)+N,+TBAF  (0.23%mol), this work; @: CO,
(6.87%mol)+N,+TBAB  (0.62%mol), this work; +: CO,
(6.87%mol)+N,+TBAB (0.62%mol)+CP (5% v/v), this work; =: CO,
(14.92%mol)+N,+TBAB  (0.62%mol), this work; - CO,
(6.87%mol)+N,+TBAB  (1.38%mol), this work; -1 CO,
(6.87%mol)+N>+TBAB (1.38%mol)+CP (5% v/v), this work; A: CO,
(0.48%mol)+N,+TBAF (0.36%mol)+CP (5% v/v), this work; #: CO,
(0.48%mol)+N,+TBAF  (0.36%mol), this work; X: CO,
(6.87%mol)+N,+CP  (22.15%mol),  this  work; : CO,
(6.87%mol)+N,+CP  (6.03%mol),  this  work; = CO,

(0.48%mol)+N,+TBAF (0.76%mol)+CP (5% v/v), this work; +: CO,
(0.48%mol)+N,+TBAF (0.76%mol).

Conclusions — Future work

The simultaneous use of TBAB (0.29% mol) with CP
(5% v/v) induced inhibition effect. For the system,
TBAB (0.62% mol) with CP (5% v/v) the results are
virtually identical. On the contrary, the use of higher
TBAB concentration (1.38% mol) and CP (5% v/v)
revealed promotion effect and also as the pressure rises,
this phenomenon becomes more intense. In addition, the
higher the CO, concentration, the stronger the
promotion is for every TBAB solution. However, this
fact is not easily observable for low CO; concentration
differences in mixtures. Consequently, it came out that
the factor of gas mixture concentration has moderate
impact on hydrate equilibrium compared to promoter’s
concentration.

The use of CP solution (even though virtually water
insoluble) proved to be stronger promoter than TBAB
maybe because of the different hydrate structure it
induces. According to the promotion trend of TBAB, for
42% w/w TBAB, above of which it acts as inhibitor, the
promotion results may become similar to CP results. In
addition, there is slightly inhibition effect when higher
CP concentration is used, e.g. 22.15% mol.

Finally, TBAF proves to be by far much stronger
promoter than TBAB and CP, especially for lower
pressures. This is not easily observable because of the

almost pure N> mixture it was used. The use of TBAF
concentration (10% w/w) with CP (5% v/v) revealed
promotion effect above 30bar and also as the pressure
raises it becomes more intense.

The results obtained will be then modeled using an
extension of van der Waals-Platteeuw’s theory along
with an association model (CPA EoS) for fluid phases
so that a more comprehensive insight can be acquired.
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On the Correlation Between Youngs Modulus and Melt Flow in Fiber
Spinning Operations

Abstract

Polymers in extensional flow is encountered in a wide range of polymer processing techniques, among others fiber
spinning. The purpose of this project is to investigate the correlation between extensional flow in fiber spinning
operations and the final elastic properties of the quenched fibers. This has, until very recently, been impossible due
to difficulties in obtaining a constant strain rate throughout the entire course of elongation. Consequently very little
is known quantitatively about the relation between extensional rate and final strength of the polymer.

Introduction

Polymer fibers are known to have extraordinary
strength. In fact, expressed in terms of strength-to-
weight ratio, polymer fibers outperform steel [1]. Thus
ultrahigh molar mass polyethylene (Dyneema by DSM)
has a strength-to-weight ratio in the range 8-15 times
that of steel.

The extraordinary properties are believed to be tied to
molecular orientation in the solid fibers [2]. This, again,
is believed to be due to the extensional flow in the
processing operation for fiber spinning [3]. However to
the best or our knowledge, there has never been a
systematic investigation of the relation between
extensional melt flow, cooling rate, frozen molecular
orientation and ultimate fiber strength.

The strength of semi-crystalline polymers and their
corresponding morphology are closely related. It has
long been known, that molecular orientation, can be
altered upon shearing of the molten polymer prior to
quenching. This changes the morphology in terms of
degree of crystallization, orientation of crystals and in
some case even the type of crystal structure [4].

A vast body of work, connecting strength of
polymers and shear-induced crystallization, exists.

Despite the fact that extensional deformation is of just
as great interest, the extent of research in the field is
very limited. Results from one of the few exceptions are
shown in Figure 2. Here it is seen that the morphology
changes with the Hencky strain rate ().

Figure 1: Polarized micrographs of final morphology in isotactic poly propylene (iPP) showing the size of spherulites
in samples crystallized at T, = 146 °C, and (a) at quiescent conditions, (b) ¢ = 0.10 s™*and (c) € = 0.25s~* [3].
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The absence of literature is due to the great challenge in
obtaining a constant Hencky strain rate (¢) during the
entire course of deformation [5]. In order to obtain a
constant &, the diameter (D) needs to decay
logarithmically in time:

é¢=-2In <DD(:))

Recent advances in extensional rheometry have made it
possible to maintain a controlled mid-filament diameter
[6] using a filament stretching rheometer (FSR) (see
Figure 1).

M

Figure 1: Sketch of the filament stretching rheometer at
DPC. (a) filament, (b) top plate, (c) bottom plate, (d)
movable support for top plate, (e) weighing cell (f)
motor, (g) timing belts, (h) gearing and (i) laser. [7]

The FSR is capable of producing well-defined
extensional kinematics and temperature up to 300
Centigrade. As depicted in Figure 2, the DTU-FSR

consists of two parallel plates that can be separated in a
controlled fashion. The polymer sample to be
investigated is placed between the plates and allowed to
reach the equilibrium temperature of the intended
measurement. Once the sample has reached equilibrium,
the plates are separated whereby a polymer filament is
formed between the plates. The constant extensional
rate is achieved by combination of a laser micrometer
that monitors the filament diameter and a control loop
that controls the plate separation as function of time.
The up-graded DTU-FSR has the ability to quench
polymer filaments by simply opening the oven in a fast
manner.

Specific Objectives

The first part of the project will be devoted to the
fabrication of a number of quenched polymer filaments
that have been subjected to known stretch ratios at
controlled stretch rates. Initially this will most likely be
made with a polymer material for which experience
with melt rheology is already available. These could be
either polystyrene, polyethylene, polypropylene or
poly(methyl methacrylate).

The second part of the project will concern the
design and fabrication of sample holders to enable the
measurement of Young’s modulus and Poisson’s ratio
for quenched polymer filaments.

After the quenching technique and the solids
characterization holders have been developed for a
model polymer more systematic mapping of polymers
subjected to large elongational deformations prior to
quenching will take place. Combining characterization
using the FSR to evaluate strength, with instrumentation
able to reveal molecular orientation and crystal structure
(e.g. electron microscopy, X-ray diffraction, and small
angle neutron scattering),a systematic quantitative
characterization of polymers in extension is possible.
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The electrical breakdown strength of prestretched elastomers with and
without sample volume conservation

Abstract

In this study, two experimental configurations were used to determine the stretch dependence of the breakdown
strength of polydimethylsiloxane (PDMS) elastomers. The breakdown strength was determined for samples with
and without volume conservation. The breakdown strength is found to depend strongly on both the stretch ratio and
on how the experiment was performed. The breakdown strength of samples with volume conservation was found to
be significantly smaller than that of samples with a reduction of the volume.

Introduction

The effects of prestretch on the electrical breakdown
strength of DEAPs have been studied previously [1][2].
For instance, one of the most commonly studied
dielectric elastomers, the electrical breakdown strength
of the acrylic elastomer VHB produced by 3M
Corporation has been reported to increase from 18 to
218 V/um when prestretched 6 times biaxially[l].
However, the mechanisms by which prestretching
improves the electrical breakdown strength of DEAP
are still not fully understood.

The variation in thickness in response to prestretching
poses a challenge on how to measure the electrical
breakdown strength accurately. Trols and coworkers [2]
investigated the effect of different configurations of
electrodes on the breakdown strength of acrylic VHB
elastomers supplied by 3M prestretched up to 5 times.
Stretched elastomer films were sandwiched between
compliant carbon grease electrodes or rigidly clamped
between two stamp electrodes for breakdown
measurements. The breakdown strength was increased
from 100 to 163 V/pm for rigid electrodes, and from 25
to 143 V/um for compliant electrodes at 5 times biaxial
prestretching. It was also found that the breakdown
strength depends on the surface area of the electrodes.
The normalized thickness (h/H) was reduced from 1.0 to
0.028 upon 5 times prestretching and thus the sample
volumes were not conserved during the measurements.
For this reason, in the present study the effect of volume
conservation on the breakdown strength was
investigated as a function of prestretch for four types of
PDMS specimens. The sample volumes were conserved
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by enlarging the surface area of the applied electrodes
according to the prestretch. Subsequently, the results of
the breakdown voltage measurements were compared to
those obtained on samples without volume
conservation. Thereby, reliable and consistent data are
produced which then can be wused for further
interpretation of the favorable effects of prestretch.

Methodology

Four different types of silicone elastomers with different
loadings of silica (within the commercial silicone
elastomer) and permittivity enhancing fillers (titanium
dioxide) have been studied; i.e, XLR630, filled
XLR630, RT625 and filled XLR630. The elastomers are
commercially available elastomers of type liquid
silicone rubber (LSR) or room-temperature vulcanizing
(RTV). The thin films were prepared and were
characterized for the breakdown strength and the
Young’s modulus.

Results and discussions

Two experimental techniques for measuring breakdown
strength a as function of prestretch were applied and are
illustrated in figure 1.
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Figure 1: Breakdown measurements were performed on
films before stretching (A) and after stretching; (B)



without volume conservation and (C) with volume
conservation.

In figure 2 the breakdown strengths as a function of the
stretch ratio for different experimental configurations on
several types of PDMS can be seen. The breakdown
strengths for the 4 different unstretched elastomers are
of the order of 79-103 V/um (volume conservation
technique, configuration (C) in figure 6) and 100-120
V/um without. For stretched samples (at A=2) the
breakdown strength varies between 227-296 V/pum and
247-320 V/um. The discrepancies between the two
methods in the unstretched state (A=1) are due to
different sample volumes as well as the variation in
electrodes. The samples with volume conservation are
measured with 5 mm radius electrodes in the
unstretched state whereas the samples without volume
conservation are just contacted by the electrodes and
thus the sample volumes are significantly smaller. The
strong influence of sample volume on breakdown
strength is furthermore confirmed by the consistent
deviation between identical samples at identical
prestretches measured by the two methods. There is an
apparent improvement of breakdown strength of
approximately 10 V/um when the sample volume is not
conserved upon prestretching.

Breakdown sirength (Vium)

o s 20 o i 20
Stetch ratio ()

Breakdown strength (Vipm)

Stetch atio (1) Streteh rato (1)

Figure 2: Breakdown strength as a function of the
stretch ratio for several PDMS films.

In order to evaluate the effect of Young’s modulus on
breakdown strengths, quasi-static uniaxial tensile tests
were performed on the samples. Figure 3 shows the
breakdown strengths as function of Young’s moduli
derived from the stress-strain curves of several PDMS
films at different stretch ratios. The results indicate that
the resistance of the elastomers to electrical breakdown
is certainly enhanced with the increase of Young’s
modulus for pure XLR630 and filled XLR630 films. On
the other hand, the Young’s modulus for RT625 (room
temperature  vulcanization PDMS) are inversely
proportional to the increasing of breakdown strength
upon prestretching which demonstrate the incoherent
relation between the breakdown strength and the
Young’s modulus. Therefore, upon comparison with
previous studies as well, the improved breakdown
strengths are not solely due to the increased Young’s

moduli since the increase of breakdown strengths with
Young’s modulus is significantly larger than previously
reported for silicones as well as for the more commonly
investigated acrylic VHB[3].
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Figure 3: Breakdown strength as function of Young’s
modulus for different PDMS materials. The black
curves indicate the samples without volume
conservation and grey curves indicate the samples with
volume conservation.

Conclusion

A method for measuring the breakdown strength of
prestretched films with constant sample volume was
presented. The method was compared to a traditional
experiment where the sample volume was significantly
reduced upon prestretching. The breakdown strengths of
the prestretched elastomers were shown to be over-
estimated if the reduction of volume upon prestretching
was not taken into consideration. It was furthermore
shown that the breakdown strengths were proportional
to the Young’s moduli of the samples but that the
Young’s moduli played a coupled role with the
alignment of polymer chains as well as defects.
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Fast Pyrolysis of Lignin and Direct Upgrading of the Pyrolysis Vapor via H-
ZSM-5

Abstract

Lignin fast pyrolysis and direct upgrading of pyrolysis vapor via H-ZSM-5 is studied using a Pyrolysis Centrifuge
Reactor. Lignin fast pyrolysis is feasible and it produces about 45 wt%g.r bio-oil yield (26wt%q.r organic yield).
Direct upgrading of lignin derived pyrolysis vapor can be done to yield a reduced amount of organics (<10Wt%gaf),
which has a narrow distribution of aromatics, such as benzene and toluene. The upgrading step is favored at high
temperature, such as 600°C. At low catalyst temperature, it is found that zeolite effectively traps the pyrolysis vapor.

Introduction

Lignin is the second most abundant biomass component
found in the nature [1]. The estimated lignin production
is 50 million tons/year from pulp and paper industry [2].
This number will increase with the development of new
biomass utilizations, such as second generation bio-
ethanol production. Hence the potential of lignin as a
renewable source for chemicals and fuels should not be
overlooked. By fast pyrolysis, lignin can be converted
into a liquid fuel, known as pyrolysis oil or bio-oil [3].
Due to its high oxygen content, a subsequent upgrading
step is essential for using pyrolysis oil as an engine fuel.
In this study, lignin, obtained as a by-product from a
second generation bio-ethanol plant, is pyrolyzed in a
Pyrolysis Centrifuge Reactor. The pyrolysis vapor is
directly upgraded catalytically using a zeolite (HZSM-
5) before product condensation.

Materials and Methods

The lignin particles are fed tangentially to the
horizontally oriented reactor cylinder where the
centrally mounted arch-shaped rotor pushes the particles
against the reactor wall. The reactor is kept at 500°C.
While circulating on the wall, the particles
simultaneously move axially towards the tangential
reactor outlet. External to the reactor, the flow of gas
and particles are first directed to a simple change-in
flow-direction separator (460°C), a cyclone (440 °C) and
then a hot gas filter (300°C) to remove solid chars. The
char free gas then passes through a catalytic reactor. The
liquid product is condensed in a series of condensers
placed in a cooling bath and a dry ice/ethanol bath. A
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carrier gas, 4 Nl/min N, preheated to 450 °C is
introduced to the reactor, which provides a gas
residence time inside the reactor of 1.8 seconds. A
typical run lasts 25 minutes. For each experiment, 30 g
H-ZSM-5 (Si02/Al,03=25) is used and about 30 g of
biomass is fed.

Results and Discussion
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Figure 1: Overall yields from fast pyrolysis of lignin
and direct upgrading of pyrolysis vapor at temperatures
from 350°C to 600°C



As shown in figure 1, fast pyrolysis of lignin produces
about 26 wt%gar (weight percent on dry ash free lignin
basis) organic, 30 Wt%qar char, 18 wt%q.r reaction water
and 17 wt%aar gas. In the presence of the zeolite, the
organic yield decreases significantly to less than 10
wt%dar. The organic yield reaches a peak at 450°C
catalyst temperature and then decreases again at higher
catalyst temperature. Surprisingly, lower catalyst
temperature than 450 °C does not give more organics,
but high coke deposit is observed. The coke yield
decreases with increasing catalyst temperature. Reaction
water yield increases at the presence of H-ZSM-5 and it
does not follow a clear trend when the catalyst
temperature increases from 350 °C to 600 °C. Gas yield
increases with increasing catalyst temperature.
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Figure 2: Gas components from fast pyrolysis of lignin
and direct upgrading of pyrolysis vapor at temperatures
from 350°C to 600°C

As shown in figure 2, among the produced gases,
CO and CO; are the major components. In the presence
of the catalyst, the CO yield increases more than CO,
with increasing catalyst temperature. The CO yield
increases from 4.1 wt% without catalytic upgrading of
pyrolysis vapor to 7.7 wt% at 600°C catalyst
temperature. The yields of methane, hydrogen and C,
increase as well from 350°C to 600°C catalyst
temperature. Hydrogen production accounts for a
negligible amount on weight basis. The increasing yield
of methane could be from demethylation reactions. The
C; yield reaches a peak at 500°C catalyst temperature
and decreases again. The selectivity of Co-Cs is towards
ethene with increasing catalyst temperature. The total
olefin yield (including ethene and propene) is 4.3 Wt%dar
at 600°C catalyst temperature.

The target products of zeolite upgrading are
aromatics. As shown in figure 3, the aromatic
production  increases ~ with  increasing catalyst
temperature. The highest aromatic yield is about 3.7
wt% at 600°C catalyst temperature. This indicates that
aromatics formation is favored at high reaction
temperature. At high catalyst temperature, the yield of
aromatics with two methyl substituents decreases and
the aromatics selectivity is towards benzene and

toluene. This is also consistent with increasing yield of
methane at high catalyst temperature.
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Figure 3: Aromatic yields from direct upgrading of
pyrolysis vapor at temperatures from 350°C to 600°C

Surprisingly, after the experiments, the catalyst
weight increases significantly when the catalyst
temperature is low, such as 350°C. The spent catalysts
are investigated by thermogravimetric analysis under
nitrogen flow. When the spent catalyst is heated up to >
400°C, a weight loss is observed for all the catalysts.
The catalyst spent at 350°C, shows the most significant
weight loss (about 5 wt%). It indicates that the zeolite
efficiently traps the pyrolysis vapor at low catalyst
temperature. The trapped pyrolysis vapor does not form
a graphite coke. Instead it is still reactive at elevated
temperature such as >400°C.

Conclusion

It is feasible to convert lignin into a bio-oil and achieve
45 wt% bio-oil yield (26 wt% organic yield) using fast
pyrolysis. In the presence of H-ZSM-5 as catalyst for
pyrolysis vapor conversion, the production of aromatics,
such as benzene and toluene, is increased. The aromatic
formation favored at high catalyst temperature. The
highest yield of olefins and aromatics is 4.3 wt% and
3.7 wt% respectively at 600°C catalyst temperature. At
low catalyst temperature, such as 350°C, H-ZSM-5
effectively traps the pyrolysis vapor. However, the
trapped reactant is still reactive at temperature >400°C.
H-ZSM-5 rejects oxygen from lignin derived pyrolysis
vapor mainly through the formation of H,O and CO,
which is less efficient than decarboxylation forming
COo..
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Modeling the Automotive SCR system

Abstract
Diesel engine exhaust gases contain amongst other things nitrous gases such as NO and NO,. Reducing the amount
of these gases is of great importance due to new legislation, and because of the effect they have on urban air quality.
A promising and widely used technology for this is based on selective catalytic reduction (SCR) of the gases, with
ammonia as a reducing agent. A model for the SCR catalyst was derived based on first principles. The kinetic model
was calibrated with bench-scale equipment and validated using full-scale equipment. The project is in collaboration
with Haldor Topsee A/S.

Introduction

Heavy duty diesel (HDD) vehicles handle a substantial
part of the world’s transport and logistics. Harmful
pollutants are however formed, such as nitrogen oxides
(NOy), hydrocarbons (HC), particulate matter (PM), and
carbon monoxide (CO) [1]. The diesel exhaust after
treatment (DEA) system has been developed to treat the
pollutants in the exhaust gas. Figure 1 illustrates the
current standard DEA system consisting of a series of
catalytic units. The Diesel Oxidation Catalyst (DOC)
oxidizes CO and HC to CO, and H»O, as well as
generates NO; from NO. The Diesel Particulate Filter
(DPF) is a wall-flow filter, entraining PM in its
monolith walls. The DPF can be regenerated actively
by increasing the exhaust gas temperature using post-
injection of fuel, or passively using a catalyst. NO;
generated by the DOC also assists regeneration. NOx is
treated through Selective Catalytic Reduction (SCR)
using ammonia (NH3) as the reducing agent. NHj is
supplied to the system through urea dosing, regulated by
the onboard control unit. Excess NH3 is controlled with
the Ammonia Slip Catalyst (ASC). Upon exiting the
DEA system, the emissions should meet the restrictions
imposed by the Euro VI regulations [2].

The DEA system is very complex, requiring
efficient exhaust treatment for a wide range of operating
conditions, corresponding to cold start, stop-and-start
driving (inner city), and high speed driving (highways).
As a result, DTU Chemical Engineering and Haldor
Topsee A/S are collaborating on the development of the
next generation DEA system, with funding from
Innovation Fund Denmark. The underlying PhD
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projects concern the development of new DOC and ASC
formulations (Thomas Klint Hansen, pg. 87-88), the
combination of the DPF and SCR components (Kasper
Linde, pg. 117-118), and the development of the control
unit for efficient regulation of urea dosing in this

project.

Diesel Exhaust N
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NO, NO,

B o]
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Figure 1: Example of a standard design of the DEA
system, consisting of the DOC, DPF, SCR component,
urea dosing control unit, and the ASC.

Specific Objectives

The overall objective of this project is to develop
models and model based control structures to control the
urea injection to the catalyst demanded by enhanced
legislation. Since a new catalyst design most likely will
be developed by the other PhD-students in the overall
project, it is important that the results in this project are
generic and can be used for a new system as well.
Therefore, the project will focus on developing a
methodology on a currently used catalyst, to be able to
tackle similar problems. Developing the methodology
will involve several steps:



e Develop high fidelity simulation model based
on first principles, parameter estimation and
validation of the model

e Develop lower accuracy models, parameter
estimation and validation of the models

e Quantify information loss in different models
to understand the needed model complexity

e Develop and investigate several model based
control schemes

e Validate the chosen control structure with full-
scale engine tests using standardized test
driving cycles.

Results and Discussion

The physical phenomena inside the catalyst resulted in
the model described by Eqgs. (1) through (4). The
equations describe the concentration of the relevant
species and temperature in the bulk phase and the
washcoat phase of the catalyst. It is assumed that no
diffusion occur in the washcoat, thus it is only treated as
a surface where the reactions take place. The kinetic
expressions are based on findings in literature [3]. The
kinetic parameters were calibrated using isothermal
steady state data produced with small-scale monolith
supplied with simulated exhaust gases. The objective
function for the calibration results for the NH3 can be
seen in Fig. 2, with the model fit represented as crosses
and the data as circles. The residuals are small, and the
fit was considered satisfactory.
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Figure 2: Calibration results for NHs. The circles

represent the data and the crosses the model fit.

NP M OB NOxfam)  NOsGem) MO Gyl

N, o)

Figure 3: Validation results for the full-scale data.
Three top figures are NOx results and three bottom
pictures are NHj results. The dotted line is the model
prediction and the full line is the data.

Figure 3 shows a simulation of a full-scale monolith
with real truck engine exhaust gases as input to the
catalyst. The full line shows the output measurement
taken after the gases have passed through the catalyst,
and the dotted line shows the model prediction. The
NOx prediction is in good agreement with the data,
especially in time but also in absolute value. The NH3
simulation does not agree with data. The model predicts
no NHzs-slip, except for a big peak at the end of the test.
Using isothermal data has likely not contained enough
information to calibrate the kinetic reactions properly.

Conclusions and Future Work

The developed first principles model was combined
together with a kinetic model and calibrated with
steady-state small-scale monolith data at isothermal
conditions. The model was validated using full-scale
monolith data with exhaust gases produced by a real
diesel truck engine. The results showed that the model is
capable of accurately predict the NOx output from the
catalyst, but not the NHs-slip. Future work will include
improving the models predictive capabilities regarding
NHs.Possibly this will require using non-isothermal
data. Control structures will be developed that will be
used together with the model.
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