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Pr eface

The 2004 Chemical Engineering Graduate Schools Yearbook is the second
yearbook published on behalf of our graduate students associated to the graduate
schools of the department.

The yearbook is a successful medium in which, graduate students present the
annual progress and status of their research projects, while newly matriculated
graduate students present the background and aims that motivate their studies.
Readers of the yearbooks may follow the progress of individual graduate students and
studies during the entire enrollment period and read about the numerous high quality
research activities at the department.

The present yearbook illustrates the broad spectrum of research activities
performed by graduate students associated with the department. Our graduate students
demonstrate first class and innovative research by mastering the use of chemistry and,
chemical and biochemical engineering disciplines within major research fields such
as. chemical kinetics and catalysis, process simulation and control, process integration
and development, reaction engineering, thermodynamics and separation processes, oil
and gas technology, combustion technology, polymers science, aerosols physics,
mathematical modeling, and our newly established field of chemical, biochemical and
pharmaceutical product design. The graduate students individual works contribute
significantly to the department’s research activities, and is a factor that alows the
department to continue to be among the leaders in its focused research areas.

It iswith great pleasure that | present to you:

The Chemical Engineering Graduate SchoolsY earbook 2004

Kim Dam-Johansen

Professor, Head of Department
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PM-IRRASasanin situ Method for | nvestigations of Reactions
Of Relevance for Fuel Cells

Abstract
In order perform in situ measurements during heterogeneous reactions, such as water gas shift and methanol
reforming on Pt(111) an existing Ultra High Vacuum (UHV) chamber has been rebuilt and expanded with a new
High Pressure Cel (HPC), which allows us to perform Polarization Modulation Infrared Reflection Absorption
Spectroscopy (PM-IRRAS) . This system has been used to examine the isotopic exchange reaction of CO adsorbed
on Pt(111) and CO adsorption on Pt(111) under elevated partial pressures of CO and H,. The next reaction to be
examined isthe reforming of methanol on Pt(111).

Introduction

We employ PM-IRRAS as an in situ tool for
measurements of reactions on model catalyst surfaces.
This method is based upon the fact, that if a plane metal
surface is illuminated by p- or s-polarized infrared light
at near grazing incidence, around 82°, only p-polarized
can be absorbed by vibrational and rotationa excitation
of adsorbates, as the electrica component of s-polarized
light will vanish due to destructive interference. In PM-
IRRAS a fast modulation between s- and p-polarized
light combined with €ectrical filtering and
demodulation makes it possible to extract the
reflectivities (R, - Ry and (R, + Ry of the sample. By
taking the ratios between these, the absorption by
adsorbates on the sample can be distinguished from
gasphase absorption [1].

Specific Objectives

The idea behind this Ph.D. project is to investigate
the poisoning mechanism in fuel cels such as the
Polymer Electrolyte Membrane Fud Cell (PEMFC) and
the Direct Methanol Fuel Cel (DMFC). The key
parameters are the nature of the poisoning adsorbates
and the dynamics of the system. In this field results
from in situ methods such as PM-IRRAS are needed,
both from the viewpoint of understanding the
fundamenta mechanisms and for developing better and
more resistant catalysts. To meet this lack of results an
existing UHV chamber will be completely rebuilt and

fitted with a new HPC cdl and a PM-IRRAS setup.
Experiments will be done on platinum single crystals.

Experimental

The apparatus used in this work consists of a UHV
chamber and a High Pressure Cdl (HPC), which can be
separated from the main chamber by a high-pressure
lock utilizing a Cu gasket. The UHV chamber works at
a base pressure of 10° mbar and is equipped with the
standard UHV  methods X-ray Photoelectron
Spectroscopy (XPS), Low Energy lon Scattering
Spectroscopy  (LEISS), Low Energy Electron
Diffraction  (LEED), Electron Energy Loss
Spectroscopy (EELS) and a Quadrupole Mass
Spectrometer (QMS).
The Pt single crystal has the (111) orientation and is
cleaned in 10°® mbar O, at 773 K for 5 minutes followed
by argon sputtering at 1273 K for 5 minutes and
annealing at 1273 K for 2 minutes. When the crystal
was heavily contaminated this procedure was repeated,
until XPS and Low Energy lon Scattering Spectroscopy
LEISS showed no sign of impurities.

I sotopic Exchange of CO Adsorbed on Pt(111)

The adsorption of CO on Pt(111) in UHV and
under elevated pressures of H, and CO has been studied,
and the exchange reaction seen in equation 1 was
examined [2]. First the Pt(111) sample was exposed the
sample to 6 L C™0, thereby achieving a coverage 6 of
0.5. Then the sample was exposed to a pressure of



unlabeled CO and PM-IRRAS spectra were obtained
during exposure.

C*0* + C0(g) — C**O* + C**0(g) (6h)

* Denotes an adsorption site

Figure 1 shows a series of PM-IRRAS spectra obtained
during exposure of the sample to 1.2 - 10° mbar
unlabeled CO.
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Figure 1 — PM-IRRAS spectra taken during exposure of
a Pt(111) surface covered with C'®0 and then exposed
to 1.2 - 10° mbar unlabeled CO

It is seen that both on-top and bridge site adsorbed CO
is exchanged during the experiment. Quantification
from these PM-IRRAS experiments is difficult, as
dipole-dipole interaction leads to intensity borrowing
effects. Therefore a series of experiments were
conducted, wherein the precovered crystal was exposed
to afixed CO pressure for known periods of time.
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Figure 2 — CO areas measured by TPD after varying
exposure times. The solid lines are obtained by fitting
to the 1. Order desorption equation
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Afterwards the coverages of C®0 and C™O were
measured with Temperature Programmed Desorption
(TPD), the results can be seen in figure 2. By fitting to
afirst order desorption equation, the rate constants seen
in figure 3 was calculated. In comparison with rate
constants obtained from Pt nanoparticles on a carbon
support [3], it was found seen that significantly lower
CO partial pressures are needed to obtain similar rate
constants for the Pt(111) surface. We speculate that this
could be due to a continuous increase in CO coverage
on Pt(111) with rising CO partia pressure, this pressure
dependency has been confirmed with scanning
tunneling microscopy[4]. On a Pt nanoparticle the CO
coverage will be quantized, this could explain the higher
CO pressures needed to obtain a significant exchange
rate.

Methanol Reforming
Equation 1 shows the methanal reforming reaction:

CH3OH + Hgo 4 C02 + 3H2 (1)
Studies done on methanol synthesis on copper have
shown that formate is the predominant surface species.
PM-IRRAS studies could be very useful to identify the
surface species and the reaction-limiting step in
methanol reforming.

Results

The UHV chamber has been rebuilt and the PM-IRRAS
equipment has been tested. The firg system to be
investigated was CO-Pt(111). Initial experiments on the
methanol reforming process have been done.

Acknowledgements
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Improved Resistance Towar ds Oxygen Contamination of M agnesium:
Alloying with Al and Cu

Abstract

The main objective for this Ph.D. project is to explore new metals and aloys for hydrogen storage. In this study the
effect of alloying with Al and Cu on the dehydrogenation kinetics of air exposed MgH, have been investigated.
Compared to pure Mg we find a significant lowering of the apparent activation energy for dehydrogenation of both
Mg-Al and Mg-Cu hydrides. This leads to the suggestion that the resistance towards oxygen contamination of Mg is

improved by alloying with Al and Cu.

Introduction

The main topic of this Ph.D. project is to prepare
and characterize new metals and aloys for hydrogen
storage. Until now the focus have been on magnesium-
based alloys.

Magnesium has a high theoretical hydrogen capac-
ity of 7.6 wt. % H,. Thus fulfilling the DOE year 2010
target with respect to hydrogen density [1]. However,
thermodynamics and kinetics dictate heating to above
300°C for hydrogen desorption. This has induced an
extensive research in improving both kinetics and ther-
modynamic properties. In particular aloying with both
transition and non-transition metals e.g. Al, Cu, Ni, Fe,
Co, Mn [2,3] have been investigated. The price being
reduced hydrogen capacity. Further, magnesium oxi-
dizes readily when exposed to air [4]. Thereby creating
a thin MgO surface layer retarding the transport of H-
atoms [5-7] effectively limiting the kinetics.

In this yearbook a study on the effect of alloying
Mg with Al and Cu on dehydrogenation kinetics of air-
exposed samplesis presented. Both pure Mg and Mg-All
and Mg-Cu dloys have been investigated with in situ
time resolved X-ray powder diffraction (XRPD). From
diffraction data phase fractions vs. time are derived i.e.
kinetic information. By modd fit apparent activation
energies for dehydrogenation are extracted.

Experimental

The Mg-Cu and Mg-Al aloys subject to our inves-
tigations were prepared by arc melting stoichiometric
amounts of magnesium and alloying element according
to the composition Mg;7Al, and eutectic Mg/Mg,Cu
(approx. 85 atomic % Mg) in an Edmund Buhler Arc
Mdting system. The aloyed samples were melted re-
peatedly in an Argon atmosphere until the sample ap-
peared homogeneous. Subsequently, the samples were
ball milled for 10 min using WC balls. Magnesium
powder was used asreceived from Sigma-Aldrich.

All samples wereinitially hydrogenated in a Sarto-
rius high-pressure balancing unit described in detail
dsewhere [8]. The samples were hydrogenated by ap-
plying a hydrogen pressure (99.9997 % purity from Air
Liquide) of approx. 6-30 bar and a temperature in the
range 350-400°C. The hydrogen uptake was determined
by measuring the weight gain of the sample.

The X-ray instrument used for time resolved in
situ XRPD was built around a Rigaku rotating anode

(Cu K, radiation, 4 = 1.5418 A, 50 kV and 300 mA).
Theintensity of the diffracted beam was recorded with a
curved position sensitive detector, INEL CPS 120, cov-
ering 120° in 26 with aresolution of ca. 0.03°. The ac-
quisition time per powder pattern was chosen to be in
therange 45-150 s.



The in situ reactor cell have been described in de-
taill by Clausen et al. [9]. The powder samples were
loaded between plugs of quartz glass wool in a quartz
capillary tube (0.7 mm O.D.) in order to fix the bed and
alow a gas flow (Ar, 10 mL/min) through the sample
during data acquisition. The samples were heated by a
stream of hot nitrogen gas (20°C/min) to a constant
temperature in the range 350-400 °C and the dehydroge-
nation was followed under isothermal conditions.

All samples were exposed to air at ambient condi-
tionsin between hydrogenation and XRPD experiment.

Results and discussion

To0a —

Diffraction anghes 2a

Figure 1 Timeresolved in-situ powder X-ray diffraction of dehydro-
genation of MgH, (x = 2). A stack of 40 consecutive diffraction pat-
terns measured at T = 390°C and with acquisitiontimet =182 s.

Figure 1 shows in situ diffraction data for the de-
hydrogenation of pure MgH,. From the figure complete
dehydrogenation is accomplished evident from the dis-
appearance of the MgH, (110) and (101) reflections.
Upon dehydrogenation Mg is formed evident from the
appearance of Mg (110), (002) and (101) reflections.
Further, the presence of a constant amount of MgO is
noticed.

Figure 2 visualizes the dehydrogenation of MgH./-
Al formed by hydrogenation (disproportionation) of the
initial Mg-Al alloy. Simultaneous disappearance of both
the MgH, and Al phaseis observed. During dehydroge-
nation aMg-Al aloy isreformed.

For the MgH,/Mg,Cu sample we observe no
changes in the M@,Cu phase during dehydrogenation.

Normalized phase fractions, o, as a function of
time for al three samples and all applied temperatures
are determined by numerica integration using a natural
spline interpolation/integration by Simpson’'s 1/3 rule
algorithmin octave * of the (110) peak of MgH, using
the following equation

I =1

aMgHz — l i _rlnin-
li is the integrated intendty of the (110) peak in
powder pattern number i and |, and | iS the mini-
mum and maximum observed intensity of the (110)

! GNU Octave is a high-level language, primarily intended for nu-
merical computations. Available from http://www.octave.org

peak, respectively. The background intensity is esti-
mated by, |in, When the sample is assumed to be com-
pletely dehydrogenated.
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Figure 2 Time resolved in situ XRPD of the dehydrogenation of
MgH +Al. The graphic consists of 72 consecutive diffraction patterns
stacked chronologically from left to right. Bright areas correspond to a
high detector count rate (reflections), whereas dark areas correspond
to low detector count rates (background). The isothermal reaction
temperature is T=400°C and acquisition timeist=150 s.

Figure 3 shows phase fraction of MgH, in
MgH./Mg,Cu as a function of time calculated as out-
lines above for 4 different temperatures. A clear correla-
tion between temperature and time of dehydrogenation
is found resulting in faster dehydrogenation as the tem-
peratureisincreased.
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Figure 3 Phase fraction of MgH, as a function of time for dehydroge-
nation of Mg/Mg,Cu. Phase fractions are derived from numerical
integration of the MgH; (110) peak.

Rate constants for dehydrogenation are extracted by

fitting a IMA type kinetic expression [10]
a(t) =1-exp(~(k)")

to the calculated phase fractions as a function of time,
where k is the rate constant assumed to be on Arrhenius
form and n is the Avrami exponent often interpreted as
the dimensionality of growth. By extracting rate con-
stant as a function of temperature for al three samples
an Arrhenius plot can be constructed (see figure 4). The
apparent activation energy, Ea, of al three samples is
found by linear regression. For pure Mg we find an ap-
parent activation energy of 296 kJmol, for Mg-Al we



find Ea= 160 kJmoal, and for Mg/M@,Cu Ex= 137
kJmal.

T T T T T T 1
& m MgMg,Cu |
& Mp

® Mgl

Infk} [=]

n 1 " | i 1 " i
1.48 1.5 1.52 1.54 1.56 1.58
10006 [K7]

Figure 4 Arrhenius plot for dehydrogenation rate constants derived
fromaJMA fit for Mg, Mg/Mg,Cu, and Mg-Al.

The Arrhenius andysis clearly shows a significant
reduction in the dehydrogenation apparent activation
energy upon aloying. Apparent activation energies for
dehydrogenation of pure magnesium hydride are usualy
in the range 120-160 k¥/mol for activated” samples [11-
13]. In figure 5 reported apparent activation energies for
both activated and non-activated samples are compared.
Alloyed samples are also included. There seemsto be a
trend of higher activation energies for the non-activated
samples. This may be explained in terms of a MgO
layer retarding the kinetics of the non-activated samples
due to poor diffusion in MgO [5-7]. Interesting the air-
exposed (non-activated) alloyed samples compare well
with fully activated samples of pure Mg. The explana-
tion probably relies on the fact that alloying with Cu and
Al produces a compound less sensitive towards oxygen
contamination; no crystalline MgO was found in the air-
exposed samples by X-ray powder diffraction. Further-
more, it has also been suggested by Karty et al. [14] that
the presence of Mg,Cu provides an oxide free surface
and favorable hydrogen diffusion paths. Effectively, the
result of alloying with Al is the same as for Mg,Cu,
although the physical explanation is likely different,
since the marginal stability of the Mg-Al (Andreasen et
al. ref. 6 in publication list) alloys does not block oxide
formation . Having both Al and Mg present in the sur-
face layers, the formation of alumina, Al,Os and
MgAIl,O, spind is possible [15]; both structures are
substantidly less dense than MgO and have good hy-
drogen diffusion channds.

2 The term activated implies that the sample is hydrogenated/dehy-
drogenated for several cycles prior to kinetic measurements. The
activation process covers different phenomena and includes penetra-
tion of the natural oxide layer on as-prepared samples (if previoudy
exposed to air), followed by complete hydride formation, which leads
to cracking of the particles, due to the expansion associated with the
hydrogenation process combined with the brittle nature of most metal
hydrides [3]. During the first hydrogenati on/dehydro-genation cycles,
the reaction rate increases due to the creation of fresh contamination-
free surface and/or smaller particles (higher surface area and shorter
diffusion paths) until a steady-state is reached.
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Figure 5 Apparent activation energies for Mg-based hydrides from
literature review. See Andreasen et al. ref. 1. in publication list for
detail ed references.

Conclusions

Investigating the dehydrogenation kinetics of the
hydrides of Mg, Mg-Al and Mg/Mg,Cu by means of in
situ time-resolved powder X-ray diffraction we find an
apparent activation energy for dehydrogenation of air-
exposed, non-activated MgH, of 296 kJ/mol.

Alloying with both Al and Cu leads to a significant
lowering of the apparent activation energy of dehydro-
genation to 160 kJmol and 137 kJmoal, respectively,
comparable to fully activated samples. We propose that
thisis, a leagt partialy, due to the samples becoming
more resistant towards oxygen contamination (MgO
formation) upon aloying.
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Group Contribution Based
Process Flowsheet Synthesis, Design and M odelling

Abstract

The core idea is to apply the group contribution approach for property estimation to the synthesis, design and
modelling of a flowsheet, with groups (or atoms, etc.) representing units, bonds representing streams, rules for
molecule feasihility representing flowsheet feasibility and sum of group contributions representing the performance

of the flowsheet.

Introduction

Modelling and simulation of a chemical process usually
involve identifying the structure of the flowsheet
representing the process, deriving model equations to
represent each operation, and solving the resulting total
model equations according to one of various available
simulation strategies. The flowsheet synthesis problem
determines the type of operations and their sequence
needed to achieve the conversion of raw materias to
some specified set of products. The flowsheet design
problem determines the optima values for the
conditions of operation and other operation/equipment
related variables for the synthesized flowsheet. The
flowsheet modelling, synthesis and design problems are
related since for generation and screening of
aternatives, some form of flowsheet models are needed.
Also, flowsheet models are needed for verification of
the synthesis/design problem solution.

In contrast, a group-contribution (GC) based pure
component property estimation of a molecule requires
knowledge of the molecular structure and the groups
needed to uniquely represent it. The needed property is
estimated from a set of apriori regressed contributions
for the groups representing the molecule. Having the
groups and their contributions together with a set of
rules to combine groups to represent a molecule,
provides the possihility to “mode” the molecule and/or
amixture of molecules. This also means that the reverse
problem of property estimation, ie., the design or
synthesis of molecules having desired properties can be
solved by generating chemicaly feasible molecular
structures and testing for their properties. This reverse

problem is also known as computer aided molecular
design (CAMD) (Achenieet al. 2002).

Let us now imagine that each group used to represent a
fraction of a molecule could also be used to represent an
operation in a process flowsheet. Just as in chemical
property estimation, groups may have one or more free
attachments, in process flowsheet “property” estimation,
PGs may also have similar number of free attachments,
for example, connecting streams. In this way, a set of
PGs representing different types of operations may be
created and the “properties’ of a particular process
flowsheet may be estimated by first identifying the PGs
that will uniquely represent it and then by computing
their contributions to the needed “property”.

AB ABC
ABC
C AB

— 2. Generate and rank —jp
alternatives

1. Select groups

3. Apply reverse design — 4. Rigorous simulation
approach based final design

Figure 1. Overview of the framework



Consequently, chemical process synthesigdesign
problems can be solved through a CAMD-like approach
as shown on the general overview of the method (see
Figure 1.). It extends the PG-based method for
digtillation trains (Anterroches and Gani 2004a) to
include new cyclic azeotropic PGs, reactor PGs and
mixer PGs within a generic computer aided flowsheet
design (CAFD) approach.

Flowsheet Modelling and Design through Process-
groups

To apply a group contribution method for flowsheet
synthesis, design and modelling the following has been
developed: rules for PG representation of flowsheets, a
“property” model for separation process flowsheets and
a reversemodel based method for flowsheet
synthesis/design.

Definitions (Anterroches and Gani 2004b)

Process-group (PG) - A PGisthe
representation of one or more unit operations. It has at
least oneinlet stream and one outlet Sream as
connections.

Structure or flowsheet structure - A structure or
a flowsheet structure is defined as the ensemble of
process-groups and the connections between the
process-groups.

Flowsheet or process - A flowsheet or process
provides details of the flowsheet structure and the
corresponding flowsheet (design/operations) parameters
such as stream composition, flowrate, pressure,
temperature so that all the needed information for a
process are available.

Flowsheet property - A flowsheet property is
any property that provides a measure of the performance
of the operations in the flowsheet and can be expressed
as a function of the contributions of one or more unit-
operations representing it.

Process-group representation of a flowsheet

Consider a smple process for the reaction of two
components A and B to a third component C, which
forms an azeotrope with B. The feed mixture is
represented by inlet PGs (groups with one attachment),
such as (iAB). The end-products (also groups with one
attachment) are outlet PGs, such as (oC) (a pure product
or purity >= 98%). An operation or a set of operations
can be represented by a PG having at least one
attachment that can be connected to an inlet PG and one
attachment that can be connected to an outlet PG, such
as (rAB/pABC) — a reactor PG with A and B as
reactants and A, B and C as products or (A/BC) — a
separation PG with A, B and C asinlet and pureA and a
BC mixture as outlets. According to the combination
rules of PGs (Anterroches and Gani 2004a) and rules for
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joining molecular CGs, an outlet of a PG can be
connected to theinlet of another PG,

From the lig of available PGs like (iAB), (oC),
(rAB/pABC), (A/BC), etc.,, a feashble flowsheet
structure can be created as shown in figure 2, where a
reaction between A and B takes place forming a third
component C, with C and B forming an azeotropic
mixture. The products are separated first through a
simple distillation column and then by a solvent based
separation (represented by a cyclic azeotropic PG). The
unused reactants are recycled back to thereactor. Asin
GC-based molecular property estimation (where the
same groups may represent many molecules), the PGs
are not component dependent, but component property
dependent, thus the ahility to use the same group with
different components having similar properties.

B

—-ABC M

00

(iB)
pa— BC
S

(rABIpABC) (A/BC) R

—(0)

—

(cyc BIC)

Figure 2. Snyple process-group flowsheet representation

Reverse problem formulation

The driving force of component i with respect to
component j, Dj;, in any operation involving reaction or
separation can be modelled through modified driving
force expression,

b1+ Xi(ﬁij _1)

where X, and y; are compositions of component i in two
co-existing phases (for separation) or reactant and
product (for reaction), respectively. f; is an adjustable
parameter that may be a constant (for example, a
constant relative volatility in the case of vapour-liquid
separations) or a function of composition (in the case of
an azeotropic mixture) or a function of reaction rates (in
the case of a reacting system). A set of measured or
predicted values of x and y provides the data needed to
obtain the driving force model (Eqg. 1). As Bek-Pedersen
(2004) pointed out, as D;j — 0, no operation is possible
while as D;; — large, operation becomes easy. Also,
properties, 6, can be identified, which is inversdly or
directly proportional to Dj;. 6 is a vector of properties
that are needed to maintain Dj;, for example, energy is
needed to maintain a VLE system, solvent to break an
azeotrope, or catalyst/reagent to promote a reaction.

X =Y =X

A flowsheet property model
For operations involving two phases (vapour and liquid)
the property needed to maintain D;; of any separation is



heat added to the system. This flowsheet “property” has
been modeled (Eq.2) as the energy index E, of a
flowshest.

n=NG n=NG 1+
E,=>Q =Y [Tpkxak+AJ
k=1 k=1 ij

where E, is the energy index of the flowsheet given in
MkJhr, for a reference mass flowrate, Q is the total
contribution of each PG, NG is the number of PGs, py
the topology factor, dij" =Dij{max :Bithe maximum
driving force of the k" PG, a, the contribution of the k™
PG and A a constant different for each type of PG.

nt
P = Z D,

i=1
where nt is the number of tasks that should be
performed before the task k in the ideal case and D, the

driving force of task i. This topology factor, py, is a
function of the attainable driving force, which is the Dj;
actually used.

The contribution of the PG parameters, ay, are normally
regressed from experimental data. In the case of acyclic
azeotropic PG, a is a function of the internal recycle
flow of the solvent. Every unit operation has a position
in the flowsheet where it can “attain” the theoretical
maximum driving force dij". At any other position, the
unit operation will attain a lower driving force than the
maximum. The reverse approach identifies dij" and tries
to find designs, if available, that matches (attain) this
identified maximum.

Flowsheet structur e evaluation

After the synthesis of feasible flowsheet structures
through a CAMD like approach (Anterroches and Gani
2004a), the property of the structures are easly
calculated by application of moddls described by Eq. 2.
The evaluation of the properties of the flowsheet
structure is similar to the “test” step in CAMD. The
property valueis used in a qualitative sense to select the
best or the sat of best alternatives to a given process
synthesis/design problem. At this stage of the design
process, it is not necessary to perform mass and/or
energy balance calculations with the PG-based method.
In step 3 (see Fig. 1), from the PGs and their
connections, it is possible to perform smple mass
balance and/or energy balance calculations through a
shortcut method (Anterroches and Gani 2004b) in order
to establish the set of primary design variables of the
generated process flowsheet. This set of design
variables represent the minimum number of variables
through which a process flowsheet can be completely
described (or in other words, all other secondary design
variables can be calculated from these). The evaluation
of a flowsheet property is performed in virtualy no
computer time as the calculations have the same level
of complexity as the traditional GC methods for
molecular property estimation. Therefore, it is possible
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to screen a very large number of flowsheet alternatives
very rapidly and with few calculations.

Results

The results presented here highlight the use of an
extended set of modds and process-groups. In
particular, results related to the development and use of
cyclic azetropic PGs are presented.

Cyclic azeotropic PG creation

A new cyclic azeotropic PG has been derived from
analysis of azeotropic mixtures to handle solvent based
separations. The plots of Dj; as a function of solvent rate
(see Fig 3), the solvent free dij" between Acetone and
Chloroform increases as a function of the amount of
solvent used. Note that they also depend on the type of
the solvent.
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Considering the flowsheet of a solvent based separation
(see (cyc B/C) in Fig. 2), at agiven total flowrate M+R,
the energy index of the separaion is inversey
proportional to Dj;, which as Fig. 3 shows, is related to
the amount (recycle R) and type of solvent (note that



different solvents may match the same Dj; curve). Thus
the total contribution of the solvent based cyclic
azeotropic PG, Qy, can be expressed as:

a(R)
d; (R)

Where a(R) is the adjustable parameter a of the
property model (Eg. 2) represented now as a function of
recycle flow R, while, dijk(R) is the attainable D
represented as a function of R.

As in the development of any GC-based method for
molecular property prediction, the parameters a,(R) and
dijk(R) have been regressed through fitting experimental
data. For the purposes of this work, a set of simulations
with different recycle flowrate R has been performed to
generate the pseudo experimental data.

Qk:

Design/Simulation results

Consider the separation of Acetone/Chloroform into two
pure products, which can be performed with a solvent
based separation using a cyclic azeotropic (cyc B/C)
PG. A target driving force of 0.33 is selected. Applying
CAMD, a lig of candidate solvents have been
generated, from which, we find that the following two
solvents, Benzene and 2-Methylheptane, match this
target can be used. The target d;* of 0.33 can be attained
with a 2-Methylheptane fraction of 0.7 (we use 2-
Methylheptane as it is environmentally more acceptable
than benzene) with a reference mass flowrate for the
recycle R of 2.33 kmole/hr. Through Eg. 4, the values of
Qx and R needed to match the target d;* is obtained.
Note that selection of solvent and R also fixes a(R).
The energy index E, = 0.138 is now directly available.
At this stage the reverse design approach (step 3, Fig. 1)
is performed to obtain the flowrate, temperature,
pressure and composition of al the streams using the
generated design specifications of the 2 columns in the
(cyc BIC) PG. Bek-Pedersen and Gani (2004) provides
the needed reverse algorithm. The primary design
variables for each column are, reflux, number of stages,
feed stage location and top product purity. Using these
results as an initial estimate, the final (optimal) design
based on rigorous simulation is easily obtained. Figure 4
shows the calculated plots of energy consumption for
acetone-chloroform separation as a function of solvent
fraction in the feed calculated by rigorous simulation.
The results confirm the primary design and that E

decreases with an increase of dij". The choice of 0.7 for
solvent fraction matches quite closdly to the rigorous
simulation based optimum solution. The regressed
tables of al PGs together with the detailed results from
this example and other examples involving reactor PGs
can be obtained from the authors.

Conclusion

The paper has presented a CAMD-like concept of PG
contributions for process flowsheet property estimation,
synthesis and design. This concept has been transformed
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into a computer aided tool through the development of a
set of PGs representing various types of operations
typically found in chemica processes. Properties that
may be used as a measure of performance of a process
have been identified and modeled as a function of PGs.
This has resulted in a CAND-like approach for CAFD.
Current and future work is preparing a set of industrial
case studies applying the methodol ogy.

References

1. L. Achenie, R. Gani, V. Venkatasubramanian, 2002,
Computer Aided Molecular Design - Theory & Practice,
Elsevier Science B.V.,, Computer Aided Chemica
Engineering 12

L. d Anterroches, R. Gani, 2004, Group Contribution
Based Process Flowsheet Synthess, Design and
Modelling, Computer Aided Process Engineering, 18
379-384

L. d'Anterroches, R. Gani, 2004, Group contribution
based process flowsheet synthesis, design and modelling,
Fluid Phase Equilibria, Elsevier, Amsterdam.

E. Bek-Pedersen, R. Gani, 2004, Design and synthesis of
digtillation systems using a driving force based approach,
Chemical Engineering and Processing, 43, 251-262



Niels Bech

Address: Bygning 229, DK-2800 Lyngby
Phone: +45 4525 2851
Fax: +45 4588 2258
e-mail: nsb@kt.dtu.dk
WWW: www.chec.kt.dtu.dk
Supervisor(s): Kim Dam-Johansen
Peter A. Jensen
Ph.D. Study
. Started: September 2004
! Tobecompleted:  August 2007

In-Situ Flash Pyrolysis of Straw

Abstract
Energy derived from straw remains a largely untapped energy resource offering a significant potential in the cereal -
growing parts of the world. The main barrier for introducing straw to the energy market competitively is its higher
cost relative to fossil fuels. The thermochemical process Flash Pyrolysis is capable of converting straw to an
attractive liquid fuel. This project focuses on devel oping an ablative flash pyrolysis process specifically targeted for
the production of heavy fud substitute Bio-oil from straw.

Introduction

Bioenergy in the form of straw represents a
significant energy source on a world-wide scale but is
today largely unutilized. According to FAO [1], the
aggregate world production of cereals induding barley,
mixed grains, oats, rye sorghum, triticalle and wheat
amounted to 814 million tons in 2003 of which wheat
congtituted close to 70%. Geographicaly, the most
significant wheat production areas were Western Europe
(17%), North America (16%), India (12%) and the
former USSR (12%). Assuming a straw/grain ratio
equivalent to the Danish average for 1994-1996 of 40%
[2] and sraw availahility for energy to be 50%, these
areas potentially have a virtualy untapped energy
reserve equivalent to 117 mill. tons (approx. 650 mill.
barrels) of heavy fud originating from wheat. For 2003,
thisamount of energy corresponded to 24 days of OPEC
crude oil production (27 mill. barrels/day) [3] or a
market value close to $30 bill. For the net energy
importing areas (i.e. North America, Western Europe
and India), utilization of straw for energy production is
thus a CO, neutral prospect to gain more independence
from the historically less stable oil exporting regions.

Unfortunately, straw does not posses the attractive
properties that crude-oil products do such as areatively
high volumetric energy content, good transportability,
standardized specifications and simplicity in use. The
result is that utilization of straw is only practiced under
primitive conditions where it is readily available or
where massive public subsidies or regulation warrant it.
Apat from the unresolved problems in handling
combustion of raw straw, the expense associated with
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logistics (e.g. baling, storage and transport) is the single
largest barrier for utilizing straw efficiently in
competition with fossil fuels under free market
conditions. Access to an uninterrupted supply of fud is
also of importance to energy consumers and
accordingly, expenses arisng from long-distance
transport of straw-derived energy need to be
insignificant compared to the value of the fud itsdlf in
order to market the product successfully.

Specific Objectives

As suggested above, successfully unleashing
energy production from straw commercially depends on
optimizing collection and digtribution systems and
improving properties affecting costs associated with its
combustion. Generally, liquid energy products are
attractive in these areas and consumers are willing to
pay a higher price for them relative to solid (e.g. straw)
and gaseous (e.g. natural gas) fuels as they are less
appealing due to the complications of utilization and
transportation, respectively. Converting straw to liquid
nearby its place of origin therefore appears
advantageous, provided the costs for doing so are not
prohibitive.

Flash pyrolysis is a thermochemical process which
under conditions of medium temperature and short
residence time converts organic materials to char, tar
and gas. Tar, a homogeneous mixture of organics and
water commonly referred to as Bio-ail, is a highly
compressed energy carrier and may be used in the
existing combustors and distribution systems for fossil
heavy fuel, while gas can be utilized for process heat.



Tablel

Reported flash pyrolysis yields of main fractions in weight percent of feed on moisture free basis under specified
process conditions. Results have been normalized, if needed, to obtain full mass balance closure. To obtain tar yield,
add yields of organics and water. FB (fluid bed); AP (ablative plate); Mill (ablative pyrolysis mill); VRT (vapor
residence time); MSW (municipal solid waste); PS (particle Sze); * water of reaction estimated (not reported in

source).
Reactor | Organics Gas Char Water Temp. VRT Feedstock Reactor PS Source
% % % % °C ms Scale pum

FB ash 40 30 20 10 500 n.a MSwW Full sze <1200 [4]

FB Sand | 60 17 18 5 520 540 Wheat straw ~ Pilot <595 [5]

FBsand | 69 5 14 12 500 600 Poplar Pilot <595 [6]

Mill 47 23 6 14* 600 90,000 Pine Bench 595-841 [7]

FBsand | 45 15 29 11* 473 8,100 Fir Batchlab 300-425 [§]

AP 59 5 26 10 600 1,710 Pine Bench <6250 [9]

Cone 54 32 14 12* 600 330 Pine Bench 200 [10]

FBsand | 51 16 18 15 515 500 Wheat chaff ~ Pilot <1000 [11]

FBsand | 66 11 12 11 504 500 Poplar Pilot <1000 [11]

FB sand | 45 18 29 8 550 500 Wheat straw  Pilot <250 [17]

FB sand | 39 21 30 10* 450 3,000 Wheat straw Bench <1000 [11]

FBsand | 65 10 13 12* 430 n.a Hardwood Bench <1000 [11]

For straw, the yields of Bic-oil, char and gas are References
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Stability of Enzymesin Granular Enzyme Productsfor Laundry Deter gents

Abstract

Enzymes are important congtituents in laundry detergents due to their contribution to a more effective and milder
washing process (lower energy and water consumption, less wear of fabric). Storage stability of detergent enzymes
isasgnificant quaity parameter considered in the devel opment of a new product. The complexity of the detergent
matrix implies the presence of a complicated mechanism involved in the inactivation. It is believed that a
combination of factors such as humidity, released H,O,, autolysis of enzymes, high local pH in the granule, oxygen,
defects in granulate structure and other detergent components plays arole in the activity loss. The aim of this project
isto investigate the factors responsible for the inactivation of enzymes and propose new formulations and protective

components for improved stability.

Introduction

Enzymes are used today in a wide range of
industrial processes and in consumer products. The
largest application of industrial enzymes is in
detergents. The detergent industry absorbs about 45% of
enzyme sales in western Europe and more than 25% of
the total worldwide enzyme production [1]. After being
produced by submerged microbia fermentation,
enzymes are recovered and sold as either powder or
liquid products for industrial use. In powdered laundry
detergents, they are granulated and covered with a
protective coating to prevent dust alergies and increase
the stability of enzymes.

The man enzyme activity in biological laundry
detergentsis protease, which acts on organic stains such
as grass, blood, egg and human sweat. However, it has
become more common in recent years to include a
"cocktail" of enzyme activities including lipases and
amylases. Lipases are effective on stains resulting from
fatty products such as oils and fats, while amylases help
remove starchy food deposits. More recently, color
enhancing and "anti-bobbling" washing powders have
been developed which contain cellulases. The mode of
action of such cellulasesis to remove detached cellulose
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fibrils, which cause a progressive dulling of the color as
dirt istrapped on the rough surface of the fabric.

Laundry detergents typically consist of a mixture of
separate  granular  materials including surfactants,
builders, bleaching agents and enzymes. The surfactants
are the main cleaning agent, while the builders provide
akalinity and ionic strength to the wash liquor.
Bleaching agents are added to provide a white shine and
remove stains on the fabric. A modern bleaching agent
is Sodium Percarbonate (SPC), which decomposes in
water and releases hydrogen peroxide, being the actual
bleaching chemical. In addition to these, powdered
laundry detergents contain  soil  anti-deposition
polymers, anti-corrosion agents, perfumes etc.

Enzymes are fragile biomolecules. They can loose
their activity in environments, like detergents, where
harsh chemicals are present. In practice the enzymes
loose a significant part of their activity over a time
period of several weeks. To overcome this problem,
manufacturers prefer to add more enzyme granules in
their products to have satisfactory wash performance.
However, this results in an increase in the production
cost of the laundry detergent. Partly to obtain a better



stability during storage, the enzyme containing particles
are typically coated by layers of salts, polymers and/or
waxes. This reduces the rate of diffusion of aggressive
species into the particles where reaction with the
enzymes may cause deactivation. Furthermore, the
particles are often formulated with anti-oxidants, such
as thiosulfates, to minimize deactivation reactions. For
the enzymes in laundry detergents, the deactivation is
mainly related to the release of hydrogen peroxide from
the bleaching chemicals in a moisture-containing
atmosphere. Moreover, humidity, autolysis of enzymes,
high local pH in granule, oxygen, defects in granulate
structure and other detergent components are some of
the factors affecting the granulate stability during
storage.

The present understanding of inactivation
mechanism of detergent enzymes during storage [2]
involves diffusion of water vapor through bleaching
particles, where SPC is “activated” and hydrogen
peroxide is released. The subsequent diffusion of
hydrogen peroxide vapor in the enzyme granule results
in oxidation of methionine and tyrosine residues in the
enzyme. The sulfur in methionine, found in the active
site of Savinase (protease), can be oxidized to sulfoxide
and further to sulfone by hydrogen peroxide. The fact
that enzyme activity is reduced significantly even in
non-bleach containing detergents implies that other
mechanism(s) are aso involved in deactivation of
granulates.

Specific Objectives

The objective of this project is to understand the
inactivation mechanism of detergent enzymes during
storage. It is dso aimed to investigate the effect of
different detergent ingredients on the granulate stahility.
According to the new findings, the previoudy proposed
mechanism can be confirmed or modified. In light of the
results, new stahility-enhancing components or coatings
will be proposed and tested for their efficiency in
reducing enzyme deactivation in powdered detergents.

Experimental Setup
The set up provides controlled conditions of H,O, (g)

concentration, humidity, temperature and oxygen
concentration, to which enzymes are exposed.

N» or O

-

MFC

Water bath

Heating coil
e /e Wia W2 Wia

™ enzyme
= ===

Water bath

Figure 1. Sketch of the enzyme exposure setup
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Results and Discussion

The initial experiments involved finding a method
for generation and measurement of hydrogen peroxide
vapor. A gas stream was bubbled through two impingers
connected in series [3]. The first impinger containing
hydrogen peroxide solution of known concentration was
used for generation of hydrogen peroxide vapor and the
second one filled with distilled water to absorb the
released H,O,. Samples taken from the second impinger
were analysed for hydrogen peroxide concentration by
measuring the oxidation of Leuco-crystal violet under
catalysis of horseradish peroxidase [4]. Figure 2 shows
the good agreement between experimenta results and
the literature data.

y = 0,96x
R? = 0,9588

T T T T |
10 15 20 25 30
H202 pressure (Pa),

literature data

Figure 2: Comparison of experimental results and
literature data

Theinactivation kinetics of the freeze-dried Savinase
(major detergent enzyme) was investigated as a function
of HyO, (g) concentration, relative humidity,
temperature and presence of oxygen. Figure 3 shows a
typical trend in the activity loss of the enzyme.
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Figure 3: Inactivation curve of freeze-dried Savinase at
35°C, Py202=9.8 Pa and 70%RH

The current results imply that a combination of
humidity and hydrogen peroxide vapor is responsible
for the decrease in the enzyme activity.

To reveal the mechanism of inactivation, it was
focused on the autolytic activity and oxidation of the
enzyme. Proteolysis was studied by sodium dodecyl
sulfate poly acrylamide gel eectrophoresis (SDS
PAGE) and by measuring the total protein content of the
samples. Two methods were employed for this purpose:



Lowry [5] and Bradford [6]. The fact that the Bradford
method can not detect peptides with molecular weight
bel ow 5kDa provides a tool for measuring the extent of
proteolysis by following the increase in Lowry and
decreasein Bradford protein.

Figure 4 illustrates a gl of SDS-PAGE. Savinase
subjected to 70% RH, 10 and 20Pa hydrogen peroxide
vapor was anadysed for autolytic activity. The main
band at 26.7 kDa represents Savinase. The low
molecular protein bands are considered as impurities in
the origina sample, since they are present in the Oh-
samples. A proteolytic activity was not detected by this
method, since the formation of new low molecular
weight peptides and/or the decrease in the main
Savinase band were not clearly seen.

MW (kDa)

97.0

66.0
Savinase
26.7 kDa

T eeew Sewew

45.0
30.0

14.0

Figure 4. SDS-PAGE gd of freeze dried Savinase
exposed to 70% RH and a) 10 PaH202 lines. 2 -0h, 3-
20h, 4 -43h, 5 -70h; b) 20 Pa H202 (g) lines. 7-0h, 8 -
21h, 9 -42h, 10 -64h. Lanes: 1 & 5 - Low molecular
weight standards.

Further investigation of proteolytic activity was done
by measuring the total protein content of the samples.
Figure 5 and 6 show the variation of Lowry and
Bradford protein with increasing exposure time of the
enzymes, respectively. For both methods there is no
significant increase or decrease in the measured protein
content. Consequently, both qualitative and quantitative
investigations revealed that protelysis does not occur
during the exposure of Savinaseto the tested conditions.

0,16
0,14 e -
0,12 1
0,1
0,08
0,06
0,04
0,02
0 ‘ ; ; ; ‘

0 20 40 60 80 100
Time (h)

—e— 70%RHOPaH202 |
—=— 70%RH 10Pa H202 |
—A— 70%RH 20Pa H202 |

Protein Conc. [mg/ml]

Figure 5: Lowry protein content
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Figure 6: Bradford protein content

The oxidative effect of hydrogen peroxide on
Savinase was investigated by anayzing the exposed
samples by HPLC-MS in Single lon Monitoring (SIM)
mode. The preliminary results indicate that the native
form of the enzyme decreases and oxidative forms
increase (Figure 7). However, the total ion signal
substantialy was reduced implying a loss of protein in
the HPLC column or a disahility of the sdected SIM
mode. To see the full picture, it was decided to focus on
the whole ion scan.

~ 100% RA | 75% RA

Total ions
—
| Native enz.
—

Single oxid.

0 10 el 1

Double oxid.

" 54%RA 23% RA

i
I

Figure 7: MS— SIM mode results of Savinase showing
the native, single and double oxidized forms of the
enzyme exposed to hydrogen peroxide for 0, 12, 25 and
80h. The % residual activity (RA) is indicated on the

graphs.

The present understanding of Savinase inactivation
implies that oxidation of the Methionine at position 222,
which is close to the active site of the enzyme, is
responsible for the loss of activity [7]. The presence of 2
more Methionine residues in the enzyme structure
makes it difficult to directly correlate the activity
decrease to the oxidation of the enzyme. Peptide
mapping of protein digest will be further investigated
for thelocation of the oxidized residug(s).

Assuming that single and double oxidized forms of
the enzyme are inactive, the decrease of % residual
activity was compared with the decrease in the relative
area of the native enzyme. From figure 8 it is clearly
seen that while the activity is exponentially reduced the
native form decreases linearly. This implies that beside
oxidation other mechanism(s) are involved.
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Figure 8: Comparison of activity loss with the decrease
in the native form of Savinase

Conclusions and Future Work

An accurate method for the generation and
measurement of low concentrations of hydrogen
peroxide vapor was established. The experimental setup
provides controlled conditions for the exposure of
freeze-dried enzymes to different concentrations of
hydrogen peroxide vapor, relative humidity and oxygen.
The effect of these factors is being studied for the
determination of the inactivation kinetics of Savinase
and the calculation of inactivation coefficients. The
present results indicate that a complex mechanism is
involved in the enzyme inactivation. Agglomeration and
3D structurd changes will be studied by Native-PAGE.
The decomposition rate of hydrogen peroxide vapor
over detergent ingredients, coating layer chemicals and
antioxidants  will be measured. New enzyme
formulations will be tested for improved enzyme
stahility.
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One Step Flame Synthesis of Direct M ethanol Fuel Cell Catalyst

Abstract

Flame synthesisis studied as a one-step preparation method of anode for direct methanol fuel cells (DMFC) by
combustion of Ru-acetylacetonate and Pt-acetylacetonate in a quenched—cooled flamereactor. In contrary to the
conventional supported PtRu/C catalyst, this method produced unsupported PtRu deposits on carbon gas diffusion
layers (GDL). It has been observed that the anode prepared in this method shows higher performance than the
anode prepared from supported PtRu/C catalysts available commercialy.

Introduction

Direct methanol fud cedl (DMFC) has the
potential to replace the combustion engine in vehicular
applications. The device uses aliquid fudl, which means
that the existing fuel supply, storage, and deivery
systems could be used possibly with a few minor
modifications. Also methanol can be produced from
natural gas, coal or biomass. Compared to the hydrogen
fuel cel, which is dso in consideration as a future
energy conversion device, direct methanol fuel cell has
the advantages of ease of fuel supply and storage (1).
DMFC can be operated a lower temperature than the
internal combustion engine (ICE) and this will certainly
reduce the polluting nitrogen oxides produced by ICE.
DMFC offers another unique advantage for city driving;
its efficiency increases as the load on the fue cdl
decreases, which is exactly the opposite of the heat
engines.

However, it has not yet been possible to develop
DFMC of acceptable cost, which can give performance
comparable to that of its main competitor, i.e. heat
engines. The cost of DMFC depends mainly on the
dectrolyte membrane and the Pt based catalysts, that
has the highest activity for methanol oxidation (2). The
cost of the membrane can be reduced by the growth of
the market, but the only way to lower the cost of the
catalyst is to reduce the amount of Pt used without
sacrificing the performance(3).  Therefore, it is
necessary to improve the catayst performance.
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In DMFC carbon supported Pt-Ru catalyst is used.
Substantia  enhancements in activity were found for
platinum modified with a second metal like ruthenium.
One hypothesis for this enhancement of activity is that
the second component such as Ru acts as a redox co-
catalyt with the methanol adsorbing and
dehydrogenating on the Pt whilst the poisoning residue
was chemically oxidized on the co-catalyst. The other
explanation is that the second component acts as an
agent which weakens the adsorption of residues on Pt
viaaligand effect and/ or promoting the electrosorption
of water at lower potentids and thus accelerating the
removal of residues (1). Whichever is the mechaniam,
it might be concluded that for improved performance, it
is necessary to have a well-mixed Pt-Ru bimetallic alloy
as catalyst. The general ways of making catalyst are co-
impregnation, sequential impregnation, co-precipitation,
absorbing dloy colloids or surface organometallic
chemistry techniques. However, it could be difficult to
achieve the desired close proximity of the active
components by the conventional methods as the active
components might deposit on different sites on the
support. Moreover, al of these processes need severa
stages for making active catalyst. Flame pyrolysis can
be a viable alternative to replace the wet processes with
a one step continuous process.

Flame pyrolysis has been successfully used to
produce catalysts (4). In flame pyrolysis, precursors are
rapidly evaporated as they are exposed to high flame
temperatures resulting in vapours that react forming
intermediate and product molecules and clusters that



quickly grow to nano-sized particles by coagulations
and/or surface reaction (5). The precursors and the
products have very high chances to mix intimately
before the particles are formed. This intimate mixing
can result in higher degree of alloying and greater
proximity of active elements of the cataysts.

The work presented here describes results of our
effort to develop a one step synthesis method of
unsupported DMFC anode catalyst in terms of the
physical and chemical characterization of the catalysts
and comparing their methanol oxidation activity with a
commercial PtRu/C catalyst.

Experimental
The flame synthesis setup is shown in Figure 1.

Water
Heat hi
in 1 leat exchanger
’ To suction
pump
Water  carbon sheet
out
Quench
cooling
air
»
+ « Atomizer gas/
oxidant
H,

= @)

Syringe pump with metal
precursor solution

Figure 1: Outline of the flame synthesi s equipment

The precursors, ruthenium (111) acetyl acetonate
(Ru(acac)s, Sigma-Aldrich) and platinum (1
acetylacetonate (Pt(acac),, Aldrich Chem.Co), were
dissolved in  solvent containing isooctane and
tetrahydrofuran at avolumeratio of 4to 1. The solution
was pumped through a nozzle to spray the precursor
solution to the flame. The dispersion and combustion
gas was introduced through a dit surrounding the
nozzle. Supporting hydrogen flames were also created
by introducing hydrogen horizontally of the main flame.
The product particles were collected on the carbon-
based fuel cdll gas diffusion layer (GDL) by passing the
flame outlet aerosols through it.

Based on collaboration with IRD Fuel A/S, atest
fud cell was built (Figure 2). The graphite bipolar
plates had machined flow structures with serpentine
flow pattern, capable of accommodating electrodes of
maximum 3.14 cm?.

[r—— .
Figure 2: Photograph of the test fud cdll

The system is equipped with two humidifiers for
humidifying the inlets to anode and cathode. The inlet
to the anode and cathode sections of the fuel cell
travelled along serpentine channels and picked up water
coming from the humidifiers separated from the flow by
Nafion membranes.

The activity of the catalysts were tested in the cell
with 1.0 M CH3;OH at the anode and H, at the cathode
side. For comparison, 10 % PtRu/C catalyst from E-
TEK was also tested for the reaction.

Results and Discussion

SEM image of a metal deposited carbon sheet
showed the structures of the support (Figure 3). The
deposit grows on the fibres of the GDL and consists of
agglomerates of smaller primary particles sticking
together. The fluffy nature of the deposits makes them
porous and penetrabl e the reactants and products.

Figure 4(a) and 4(b) arethe TEM images depicting
the morphology of the particles deposited on a TEM
grid from the top of the flame. Figure 4(a) shows the
particle size ranges from ~2 nm to ~5 nm. Figure 4(b)
is a close-up picture of one particle. It shows a
spherical morphology with lighter region near the
periphery and darker inside region. This might be due
to the segregation of lighter elements(i.e. Ru or RuO)

Figure 3. SEM image of the film of PtRu particles on
carbon sheet



to the outer surface of the sphere. In that case the inner
surface will be mostly Pt or Pt compounds.

Table 1. Binding energies of different species from
curve fitted spectra

pt/C PtRu(3:1)/C PtRu(1:1)/C
1¥ component  71.5ev  71.66 ev 71.78 ev
2"component 72.48ev  73.1ev 73.2ev
39component 749ev  7455ev 74.65 ev

Table 2. Rdative intensties of different species from
curve fitted spectra

pt/C PtRu(3:1)/C PtRu(1:1)/C
1¥ component  45.8%  44.6% 36.3%
2" component  50% 52% 60%
3%component 4.2%  3.4% 3.7%
»
-, -»
> s
¢
. i
L
L
1] vt -
L -
f %
20
b
5 nm

Figure 4: TEM micrographs of particles (@), and a
single particle (b), produced by the flame.

Figure 5 shows the X-ray diffraction patterns of
the flame synthesi zed Pt/C and PtRu/C catalysts. In both
cases, the five characterigtic peaks of the face-centred

cubic (f.c.c) crysalline structure of Pt, namey the
(111), (200), (220), (311) and (222) are seen. Peaks
around 43° and 55° are associated with reflections from
graphite (101) and (222) planes. Unfortunately, no
information about RuO, could be obtained from xrd
because the most intense peak (for plane (110)) occurs
at 28.27° and is obscured by the most intense graphite
peak.  Peaks associated to h.cp. Ru were not
observed.To characterise the electronic states of the
deposits, X-ray photoelectron spectroscopy was carried
out on several samples. The spectra showed the
presence of Pt and Ru in the deposits. Furthermore, in

Pt(111)
A ) |
Pt(220) PU311Y, 0o
Pt(111) Pt1IRu1/C
S
©
: Pt(200)
2 Pt(311)
£ P(220) P1(222)
P11 Pt3RUL/C
Pt(200)
Pt(220) Pt(311)
Pt/C  P1(222)
lllllllllllllllllllllll

60 65 70 75
26,deg

30 35 40 45 50 55 80 85 90

Figure 5. X-ray diffraction pattern of Pt/C; Pt3Rul/C; and
Pt1Rul/C, where the number after the metal is the respective

atomic fraction.

order to understand the eectronic states of Pt in the
catalyst, the Pt 4f region has been investigated in detail
(Figure 5). The spectra could be deconvoluted into
three components. Considering the fact that higher
oxidation states of Pt will have higher binding energies,
the three peaks could be attributed to Pt°, Pt**, and Pt**
.The binding energies and area ratios of different
components are shown in Table 1 and Table 2.

The anode polarization curve (Figure 6) clearly
shows that the unsupported flame synthesized Pt1Ru1/C
catalyst performs better than the supported PtRu/C (10
% Pt,E-TEK). Even though the onset potential are
amost same (~210 mV) for both the cataysts, as the
current density becomes higher, the overpotentia for
methanol  oxidation becomes lower for flame
synthesized Pt1Rul compared to that for Pt1Rul/C
from E-TEK.
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Figure 5. X-ray photoelectron spectra of different
catalysts showing al possible peaks (a), and Pt 4f peaks
(b).

Conclusion

We have presented the results of a one-step
method for synthesis of unsupported PtRu anode
catalyst for DMFC. The characterization of the
catalysts made at the preliminary stage showed that
nano-particles were produced and also high degree of
aloy formation was observed. The catalyst performed
better than the commercially available PtRU/C (E-TEK)
catalyst for the electrochemical oxidation of methanal.
We think that the preliminary results are promising and
further research could result in an effective one step
method for DMFC catalyst preparation.
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oxidation at 90°C.
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Continuous Flow Reactors and Process Analytical Technology in
Phar maceutical Production

Abstract

The design of an efficient reactor system for a chemical reaction requires knowledge on the kinetic data related to
the reaction. Kinetics makesit possible to simulate how the reaction is affected by different reaction conditions. This
is adiscipline, which has not yet been widely used in the pharmaceutical industry. However, due to environmental,
economical and quality considerations an increasing interest in this field has appeared. This gives the opportunity
for investigating the possihilities for the implementation of new reactor configurations and analysis techniques,
which provides amore detailed understanding of the chemical process.

Introduction However, a number of changes in the
The production of Active Pharmaceuticd pharmaceutical market have made it relevant to
Ingredients (API) is a special area compared to other  investigate the possibility of optimizing or changing
chemical productions. Typicaly, the amounts of some of the existing production methods. The
products produced arerather small, but on the other side  competition has increased, due to generic production
the trade prices on the products are high [1]. This has and more attention on the environmental impact is paid.
resulted in little focus on process development and An aspect, which until now has dso prevented the
optimization from an engineering point of view. pharmaceutical industry in process development and
Reactions traditionally take place in batch reactors.  implementation of new techniques, is the commitments
These reactors can be used for arange of reactionsand  to the US Food and Drug Administration (FDA). The
in terms of documentation it is convenient to trace FDA is responsible for the guidelines that ensure the
errors back to the source. From a scale up point of view  quality of the pharmaceuticals[3].
batch reactors give rise to a number of challenges: Loss Until August 2003 the accepted way of ensuring a
of sdectivity and formation of hot spots due to slow  product with a given quality was to describe the
mixing and problems with exothermic reactionsduetoa  production method in every detail and finally receive an
high volume to surface ratio [2]. This has the approva from FDA. From that stage no changes on the
consequence that a reaction, which performs satisfying  approved method are allowed without preapproval from
in gram-scale, may fail when it is performed in kg-scale.  the FDA. This means that even if the production method
Until now the typical way of solving these upscale s inefficient, it is not possible to optimize the process
problems has been to change the critical steps in the  without using precious time on new approvals.
synthesis rather than finding a convenient solution by The FDA has now realized that the lack of
changing from batch reactors to other reactor optimization has resulted in excessive manufacturing
configurations. This has the drawback that it is time costs. Therefore the FDA has encouraged the
consuming to develop a new synthesisroute and it may  pharmaceutica industry to implement new technol ogies.
result in additional synthesis steps or use of excess of The new technologies shal ensure a more effective,
chemicds, which dl-together means that the turnover  safe, and affordable production of pharmaceuticals and
may decrease. by that help the consumer to get the pharmaceuticals;
they need to improve their hedlth.
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These requirements may be met by the
implementation of Process Analytical Technology
(PAT) [4]. The aim of this technique is to provide a
more complete understanding of the chemical process.
Through the use of modern anaysis equipment real time
concentration profiles can be recorded for a chemical
process. Based on these profiles operating conditions
may be changed during the process and the final quality
may be improved [5].

To investigate these new posshilities for the
manufacturing of pharmaceuticals the Department of
Chemical Engineering a the Technica University of
Denmark and the pharmaceutical company H. Lundbeck
A/S has agreed on a partnership with the main title
“Active Pharmaceutical Ingredients’.

Specific Objective

The main objective of this project is to investigate
the opportunity for implementation of new reactor
configurations in pharmaceutical production, which
allow continuous operation.

The reactor design will be based on a kinetic study
of ardevant type of reaction in terms of pharmaceutical
production. The kinetic study is desired in order to
produce a kinetic model, which is able to predict the
reaction rate under different conditions.

Effort will also be devoted to investigate the
possibilities for monitoring the reaction with online
techniques.

Chemical Reaction

Mono-substituted aryl piperazines are of great
importance in the pharmaceutical production, and they
can be produced by the Buchwald-Hartwig amination
reaction. Therefore the chemical reaction in figure 1 has
been chosen for a case study.

i
H N.
,‘\‘ Catalyst RZ{ j
+ R2 Base
: 0L

Ry, R, = Radicals

x=Cl,Brorl

Figure 1. Formation of aryl piperazine by
Buchwald-Hartwig amination reaction. R1 and R2 may
be bonded to any carbon atom in the respective

molecule.

The Buchwald-Hartwig amination reaction is the
coupling between an aryl halogen (A) and a primary or
a secondary amine (B) in the presence of a
homogeneous palladium catdyst and a base. The
products are: Mono-substituted aryl piperazine (C), bi-
substituted aryl piperazine (D), reduced aryl halogen (E)
and homo-coupled aryl halogen (F). However, it is only
C, which is desired. D, E and F are unwanted side
products.

So far the reaction has been carried out in batch
reactors, and the two following strategies have been
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used in order to avoid formation of D. One strategy has
been to introduce a protection group, which protects one
of the two nitrogen atoms in B [6]. Another strategy has
been to change theratio between A and B [7].

However, from an economic point of view, it will be
favorable if the reaction can be carried out without the
introduction of protection groups and with equivalent
amounts of A and B, or even better with an excess of A.

The Buchwal d-Hartwig amination reaction will form
the base for the kinetic study, which will be build on the
chemica reaction mechanisms described in  the
literature [8 and 9. In parallel with the kinetic study the
opportunity of online concentration measurements will
be evaluated.
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Multilevel M odeling of Complex Systems

Abstract

A large part of all chemical systems can only be fully understood based on physical and chemical property data.
Property data can not be calculated in a fully rigorous fashion. Normally semi-quantitative property prediction
models (SQPP) have been used but they all have weaknesses and limitations concerning size and complexity of the
molecules. In ahighly competitive climate, chemical engineersare forced to rely increasingly on predicted data. The
purpose of this project is to develop a methodology for extracting maximum information from available
experimental results. The project will combine SQPP models with molecular modelling to give qualified prediction
of pure and mixture behaviour of novel compound groups to minimize extensive experimental data generation.

Introduction

The moativation for this project is the need for
precise control of product properties and the
development of a microscopic and mesoscopic
understanding that allows creation and design of new
product solutions to meet specific marketplace
demands. Traditionally, process systems engineering
(PSE) is concerned with the computer-aided design of
products and processes, and the operation and control of
these processes throughout their lifecycle. The
overwheming majority of all chemica systems can
only be fully understood based on accurate physical and
chemical property data. Such property data can not be
calculated in a fully rigorous fashion, so chemical
engineers have for decades developed numerous semi-
quantitative property prediction models. Great emphasis
has been on models of residua properties of pure
components and mixtures and excess property models
for liquid mixtures. As the materids of interest to the
modern chemical industry become ever more complex,
PSE relies on increasingly sophisticated molecular
modelling (MM) techniques for the characterization of
their properties and behaviour. The use of advanced
equations of state within mathematical process models
is now well established, as is the use of molecular
modelling for the derivation of parameters used in these
equations, e.g. by generation of “pseudo-experimenta”
data points to complement real experimental data that
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are available. During the past fifteen years, theoretical
and algorithmic advances along with the revolution in
computing technology have made it possible for design
questions of practical importance to be addressed by
MM. The advances offered by these methods will
continue to make inroads in the chemical and related
industries in the coming decade. The project is based on
providing the physical property data necessary in five
industrial cases.

Industrial Case Studies
The scenario varies between the different cases and
thereby the information and selection of properties of
which knowledge is desired. The five cases are:
1. Mono-, di- and triglycerides
2. Polyglycerols
3. Pyrazines
4. Furaneol
5. v- and é-lactones
In genera properties (pure component and mixture)
relevant for synthesis and purification are desired. The
glyceride case involves non-equilibrium phenomena
The crystals which precipitate are ungable and a solid
exothermic transformation which often occurs upon
storage changes the product properties significantly.



M ethodol ogy
A genera approach for handling a compound group
of interest includes four steps:

1. Search literature sources for all relevant
physical property data (liquid densities, vapor
pressure data, PVT data, phase diagram data,
mixture equilibrium data vapour-liquid-
equilibrium (VLE), liquid-liquid-equilibrium
(LLE), solid-liquid-equilibrium (SLE), activity
coefficients at infinite dilution, excess volumes
ec.).

Test existing property prediction methods (if
available) both for pure compounds and
mixtures.

Obtain relevant properties from molecular
modelling. For developing molecular models
use known data to establish suitable potentials.
Combine results of molecular modelling with
semi quantitative equations to do the full
simulations/designs.

How to enable design engineers to accomplish steps 3-4
within established CAPE frameworks is unclear at this
point.

v- and d-lactones

v- and o-lactones (Figure 1) are internal esters of
hydroxy acids. The small lactones are good sol vents for
industrial cleaning products like paint strippers and
deinking and adhesive removers. They aso have
application as a chemica intermediate in agrichemicals,
pharmaceuticals and dyes. The lactones are also known
as fragrances naturaly occurring in fruits like apricots
and peaches. The lactones are purified by ditillation. In
order to model the fractionation of these compounds it
is necessary to have access to physical

o
R

Figure 1: Basic structure of y-alkyl-y-lactone

properties and as these are not commonly known from
the literature, prediction is an attractive way to
circumvent this problem. The lactones are often formed
by lactonization of the corresponding hydroxy acid
esters (methyl esters). The hydroxy acids are even more
scarcely described in the literature. So the main problem
to describe is the ring closure reaction of the hydroxy
acids and the equilibrium associated with this process.
Analytically it is a problem to determine the purity of
the lactones as varying amounts of water may shift the
equilibrium towards the open form, i.e. the hydroxy
acid. This can partly explain the limited publications of
experimentd results.

In Figure 2 the heat of formation is plotted for a set
of lactones againg the length of the alkane side chain R
(see Figure 1). 3 experimental values are known [1-2].
Three group contribution methods (GCM) [3-5] were
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used to predict the heat of formation Marrero/Gani
(M&G), Constantinou/Gani (C&G) and Joback/Reid
(J&R). Finally the semi empirical quantum mechanics
method MOPAC [6] was used to calculate the heat of
formation.

Except for J&R all the predictive models gives
acceptable results. The best predictions are obtained
with MOPAC.

NC,sidechain

-100

-200 1

-300 1

-400 { -

AH¢°(298.15K)/kI/mol

-500 A

-600

Figure 2: Heat of formation for y-lactones as function
of thelength of alkane side chain R

The evaluation of the prediction of heat of formation
by the GCM’s and the MOPAC package for the lactones
are eased by the available experimental data. The real
challenge of the methodology lies in compound groups
like the hydroxy acids where experimentation is
difficult and the access to experimental results is
limited. In such cases one must rely on predictive
models and then make decisions based on comparisons
of the predicted properties by the different models.

The future challenges of the project are to expand
the work to mixture properties and also working with
the other industrial case studies.

References

1. K.B. Wiberg, RF. Wadron, J. Am. Chem. Soc.
113 (1991) 7697-7705.

M.L.P. Leitao, H. PFilcher, Y. Meng-Yan, JM.
Brown, A.D. Conn, J. Chem. Thermodyn. 22
(1990) 885-891.

J. Marrero, R. Gani, Huid Phase Equilib. 183-184
(2001) 183-208.

L. Constantinou, R. Gani, AIChE J. 40 (10) (1994)
1697-1710.

K.G. Joback, R.C. Reid, Chem. Eng. Comm. 57
(1987) 233.

T. Clak, A Handbook of
Chemistry. Wiley, 1985.

2.

Computational



Florin Paul Davidescu

Address: CAPEC, Dept of Chemical Engineering
Building 227, Office 250
Phone: +45 4525 2801
Fax: +45 4593 2906
e-mail: fpd@kt.dtu.dk
WWW: www.capec.kt.dtu.dk
Supervisor(s): Sten Bay Jergensen
Ph.D. Study
Started: February 2004
Tobecompleted:  February 2007

Optimizing Operation of Chemical Plants Using M odel Predictive Control

Abstract

The project purpose is to develop methods for analysis of controllability and constructive application of optimizing
control techniques for complex processes such as massheat integrated processes. In particular the study will focus
on the heat integrated digtillation pilot plant at CAPEC, Department of Chemical Engineering where the practical
implementation of the advanced optimizing control techniques, as model predictive control will be accomplished.

Introduction

To remain competitive on the market, any chemical
plant has to be designed and operated optimally [1].
The latter requirement implies the ahility to respond fast
to changes in demand including raw material quality
and with minimum raw maeria and energy
consumption. In the chemical/process industry process
integration is increasingly implemented in order to
improve material and energy efficiency. The case of
energy integration means that the heat removed in one
part of a process is recovered and reused in other parts
of the process. Energy integration in this case means
coupling severa physical processes either within the
same piece of equipment or between units that perform
different physical/chemical tasks. Referring to the case
of the same piece of equipment the case of reactive
digtillation can be mentioned, in which reaction and
separation are conducted simultaneously. Another
example is periodically operated reactors, which are
effectively both reactors and heat or mass exchangers. A
third example that is relevant for this project is energy-
integrated ditillation. In any of these examples, and
especially in the case of the energy integrated
digtillation the integration means an important increase
in the complexity of the process and in the possible
nonlinear behaviour of the process. This increased
complexity can potentialy lead to difficulties for the
plant operability and control. Sill, in order to take
advantage of the full economic potential of such
integrated processes, methods for analysing their
operability should be developed and methods for
constructive application of advance control techniques

27

have to be developed. In this project methods for
anaysis of controllability and constructive application
of advanced control will be devel oped and investigated.
Application of these methods will be illustrated on the
exising heat integrated didillation pilot plant at
CAPEC, Department of Chemical Engineering.

Specific Objectives

The first objective is to provide a procedure for
development of a decentralized control structure for a
complex real plant which is capable of handling specific
types of process nonlinearities such as fold and hopf
points|[2].

The second objective isto provide an analysis procedure
for investigating to what extend such a decentraized
control structure can become self-optimizing [3] or form
the basis for an optimizing control layer.

The third objective is to define and analyze an
optimizing control problem using model predictive
control (MPC) based upon the devel oped decentralized
control structure.

The fourth goal is to show the complex behaviour and
demonstrate optima operation on the heat integrated
digtillation pilot plant. Finaly the time varying
operations of start up and shut down will be optimized
using MPC.

Status

In order to design a decentralized control structure
capable of handling the specific nonlinearities of a
complex system will be analysed based on the nonlinear
dynamic modd for the specific plant. A smplified



model for the heat integrated distillation plant has been
modified and anadysed. This modd is currently under
experimental evaluation on the plant using a
decentralised control structure designed to handle the
expected fold bifurcation near optimal operation.

Experimentaly will both continuous plant operation
and the time varying cases of start-up and shutdown,
which are most reevant for batch operation be
investigated.

Conclusions

An important process control problem for complex
process like energy and mass integrated plants is
defined and under investigation. The focus is the
nonlinear behavior with fold or hopf points within the
operation window and the question how optimal
operation can be based on a decentralized control
structure, which handles these specific nonlinearities
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Emulsion Design

Abstract

Emulsions display complicated flow behaviour due to the interaction between the rheologial properties and the
microstructural morphology. The coupling between rheology and morphology can be studied by solving the
governing flow equations using numerical methods that can handle two phase flows. One promising approach
is the Volume of Fluid (VOF) method which is efficient for flows involving large surface deformations. In
order to investigate how the microstructure of emulsions is influenced by the flow field we are currently
working on implementing the VOF method together with a Finite Element Method.

Introduction

Emulsions consist of two immiscible phases, one
phase being dispersed as droplets in the other contin-
uous phase. Depending on its thermodynamic prop-
erties an emulsion can either be stable (colloidal)
or unstable (non-colloidal). In order to keep non-
colloidal emulsions in their emulsified state it is nec-
essary to add mechanical energy to the mixture by
creating some type of strong flow field to keep the
drops from coalescing and thereby forming two im-
miscible continuous phases. The size distribution and
geometry of the dispersed droplets is highly depen-
dent on the type and strength of flow present in the
emulsion. In a simple flow field like simple shear the
drops will elongate in the direction of the flow. How-
ever, at some critical shear rate the drops will break
up into a number of smaller drops.

Some of the earliest experimental investigations
of the drop deformation in shear flows was carried
out by Taylor in the 1930’s [1-2]. Taylor compared
his measurements to predictions obtained by solving
the governing flow equations (Navier-Stokes) analyt-
ically. He found good agreement at low to medium
deformation. However, the analytical solutions were
based on the small deformation assumption and could
therefore not predict the drop behavior at large de-
formations. During the 60’s and 70’s the advances
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in computing power lead to a large research effort in
numerics which made it possible to solve flow prob-
lems with complicated geometry and even with mul-
tiple phases and free surfaces. In connection with
multiphase and free surface problems the Marker
and Cell (MAC) method [3] and Volume of Fluid
(VOF) [4] were developed. These methods, unlike
Lagrangian methods, can be used to describe the
development of surfaces with time without distort-
ing the calculational mesh. Because the mesh is
undistorted these methods can be used for solving
large deformation problems and even phase separa-
tion (e.g. drop breakup) without having to remesh.
These methods are therefore well suited for solving
the flow and drop deformation in emulsions and es-
pecially the VOF method has been used extensively
in recent years for simulating emulsion flow, e.g. ref.
[5,6].

Specific Objectives

One of the main goals of this research project is to im-
prove or find new constitutive relations for emulsion
flows, e.g. relations between shear strength and drop
size distribution. In order to carry out such investiga-
tions we have started implementing a finite element
Navier-Stokes solver together with the VOF method.
The idea is to be able to simulate the drop deforma-



tion and drop breakup in simple flow fields. We also
want to be able to carry out simulations when several
drops are close together in order to get as close to real
emulsion behaviour as possible. Finally, we want to
be able to carry out simulations where surfactants are
present on the interface between the drop and con-
tinuous phase because surfactants are often present
as stabilizing agents in real emulsions. From simu-
lations we seek information that can help us set up
constitutive relations governing emulsion behaviour.

Theory

In this section a short introduction to the theory be-
hind the VOF method will be given. When solving
problems with movable surfaces one procedure is to
advect the nodes on the surface in time. However,
one major problem with this method is that large de-
formations result in large mesh distortions which usu-
ally lead to instability problems. The VOF method is
based on a so called color function. The calculational
domain is split up into a number of small cells and
in each cell the color function has a value that cor-
responds to the volume fraction of one phase relative
to the other phase. Thus the color function (F) is
given by:
{ 1, Fluid 1

F= .
0, Fluid 2

For cells through which an interface runs the value of
F is between 0 and 1. The evolution of the interface
as a function of time is carried out by advecting the
two phases using the color function:

oF
5 +V-(Fu)=0

where u is the velocity vector. In connection with the
VOF method it is necessary to reconnect the interface
after each time step. Several reconnection procedures
have been proposed in the literature, e.g. [5,6]. One
of the most widespread methods is the piecewise lin-
ear reconnection algorithm (PLIC) originally intro-
duced by DeBar [4]. In this method the interface is
estimated from plane segments (or line segments in
2D) running through each interface cell. In each cell
the normal vector to the plane segment is estimated
from the gradient of the color function. The segment
divides the cell in two distinct volumes one belong-
ing to the drop phase and the other belonging to the
continuous phase. The position of the plane is chosen
in such a way that the volume fraction of the drop
phase corresponds to the value of the color function
in the cell. The flow field is obtained by solving the
incompressible Navier-Stokes equation:

8—u+u-Vu:1/V2u—Vp+f

5 (1)
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with the incompressibility condition:

V-u=0 (2)
In Eq. (1), p is the pressure, v is the kinematic vis-
cosity and f is the body force term which for the
droplet interface contains the interfacial tension. The
interfacial tension can be included using either the
continuous surface force formulation (CSF) [7] or the
continuous surface stress formulation (CSS) [8].

Conclusion

The morphology of the drops in emulsions is highly
dependent on the stresses from a flow field. In order
to gain insight into the mechanism governing the mi-
croscopic morphology numerical methods developed
for multiphase and free surface flows have proved to
be useful [5-8]. One of the most popular methods
is the Volume of Fluid (VOF) method which can
be used to simulate the deformation and also drop
breakup without having to implement any remesh-
ing procedures. Our plan is to implement the VOF
method in conjunction with a finite element model
wherein interfacial tension is included. Furthermore,
the influence of surfactants on the interfacial ten-
sion should be taken into account because surfactants
are usually added to emulsions as stabilizing agents.
From simulated data we want to investigate if con-
stitutive relations between flow parameters and drop
morphology can be obtained.
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M odeling of Complex Mixtures Containing Hydr ogen Bonding M olecules
with the CPA EoS

Abstract

The cubic-plus-association (CPA) equation of state has been applied to different types of equilibria (vapor — liquid,
liquid — liquid and solid — liquid) of industrialy important binary mixtures of alcohol\glycol — water and alcohol —
hydrocarbon systems. Very satisfactory vapor — liquid and liquid — liquid correlation of alcohol— water systems is
achieved with a common interaction parameter over an extended temperature and pressure range. The CPA equation
of state combined with a chemica reaction model provides excellent results of the freezing behavior of selected
alcohoal/glycol agqueous systems, including the formation of the characteristic solid complex phase.

The CPA equation of state predicts satisfactorily vapor — liquid and solid — liquid equilibria of alcohol —
hydrocarbon systems, while adequate vapor — liquid/liquid — liquid/solid — liquid equilibria results can be achieved
with a common interaction parameter. Moreover, satisfactory prediction was achieved for the multiphase equilibria
of water — acohol — hydrocarbon systems based solely on binary interaction parameters.

Introduction

The Cubic-Plus-Association (CPA) Equation of
State (E0S) is a thermodynamic model which combines
the wel known Soave-Redlich-Kwong (SRK) EoS for
describing the physical interactions with the Wertheim's
first order perturbation theory, which can be applied to
different types of hydrogen bonding compounds. The
fact that the CPA model explicitly takes into account the
interactions encountered in mixtures of associating
compounds makes it applicable to multicomponent,
multiphase equilibria for systems containing associating
components. Mixtures of associating components, and
in particular mixtures of water and acohols or glycols
with hydrocarbons, are of great interest to the oil and
gas industry. Accurate description of such systemsis a
chalenging problem of high technological importance
for several petrochemical processes.

CPA is recently extended to the SLE of alcohol—
hydrocarbon, alcohol/glycol-water systems including
the modeling of the characteristic solid-complex phase
which occurs at intermediate concentrations of
MEG/methanol and to the multiphase equilibria of
alcohol-water-alkane systems.
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Results

Figure 1 presents VLE/LLE/SLE correlation results
of the binary system of methanol-cyclohexane using a
common interaction parameter k.= 0.04, while figure 2
demonstrates the ability of the model to satisfactorily
calculate the VLE of ethanol-water system with a
common interaction parameter k= -0.11 over an
extended temperature and pressure range.

Figure 3 presents SLE of MEG-water system
included the solid-complex phase. CPA with a single
interaction parameter ki,= -0.115 provides a correlation
of both freezing curves over a temperature range of
more than 50K. The characteristic solid-complex phase
which isformed at intermediate concentrations of MEG
mole fraction is modeled using a smple chemical
reaction model.

Conclusions

Work in the project so far has demonstrated that the
CPA eguation of state is able to handle many systems of
interest to the il and gas processing industry. These
systems contain a wide-ranging array of different fluid
types, including highly associating fluids such as acetic
acid, over a range of temperatures and pressures and



including phase equilibrium between vapour, liquid and

solid phases depending on the conditions of interest. -
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Figure 3. SLE in the system monoethyleneglycoal
2o AR o o o o (MEG)-water, including the hydrate region. The two

methanol mole fraction branches of the SLE are captured by the moddl. The
hydrate phase that forms in the range 0.3 to 0.6 mole

Figure 1. VLE, LLE and SLE in the system methanol- ~ fraction MEG is modeled using a simple chemical
cyclohexane using a single binary interaction parameter ~ eaction model.

over the whole range.
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Corrosion in Wet Gas Pipelines

Abstract

Wet gasisnatural gas containing small amounts of CO, and is saturated in water. During transportation in pipelines,
water condenses at the cold pipe wall and CO; is dissolved in water. The eectrolytic environment is prone to
corrode the lower peripheral part of the pipeline. Various corrosion products are produced, some protecting against
corrosion, depending on the chemical environment. An equilibrium model of the corrosion products will be build
using the extended UNIQUAC modd. The model will be expanded to include diffusion and reaction at the surface
of the pipe-wall to get an understanding of the mechanism behind CO, corrosion.

Introduction

Corrosion is a general problem, it propels most of
the maintenance and repair costs of the industry in
general. The oil and petroleum industry observes wide
corrosion problems both at rigs and sub-sea. Some areas
are obvioudy critical but others are vital for the
company. Key areas are economy, environment and
health. Consider the aarming impact a breakdown could
have on the environment, the lives of employees but
also to the production and economy of the company.
Unfortunately the companies most often deal with the
problems as they arise, instead of focusing on potential
problems to prevent them from occurring.

The literature has dealt with this problem since
before the start of il production. Through the recent
years some significant advances has been made on a
rea description of the CO, corrosion mechanism, [1-3].

The am of this sudy is to extend the present
understanding of CO, corrosion by using the extended
UNIQUAC modd to describe the activity of the
dectrolytic aqueous phase and modding the equilibria
and tendency for protective corrosion products to form.

Specific objectives

CO, corrosion is the main part of this study. The
first phase of this study has been concentrated on
making an extended literature study on existing
knowledge of CO, corrosion. The study has, besides
other things, shown that scale formation of corrosion
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products is one of the important factors in determining
corrosion. FeCOs(s) scale and solubility are some of the
key factors. The forth coming objects will be to regress
the parameters of the chemical system of CO, corrosion
for the extended UNIQUAC model. Following it will be
derived which chemica factors control the dissolution
of FeCO3(s) at equilibrium. The further goals will be to
link the model into an extended model which takes care
of diffusion of CO,(ag) to the sted surface, diffusion
through the porous corrosion product layer and finally
surface reaction at the steel. The reaction at the surface
forms the protective corrosion product. The mechanism
of corrosion is shown in figure 1.

Resultsand discussion

The model of CO, corrosion

Figure 1 shows the important layers next to pipe
wall. The bulk phase contains the aqueous phase of
dectrolyte and dissolved CO,(ag). The corrosive
CO,(ag) will find its way from the bulk phase to the
surface by first transportation through a turbulent layer,
second diffusion through a thin liquid film, third
diffusion through a porous corrosion product layer and
finaly reaction at the surface, producing more corrosion
product or dissolving corrosion product. The activities
of species will be described by the extended UNIQUAC
model.
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Figure 1: The figure shows the bulk phase containing
corrosive species. They diffuse to the steel through a porous
corrosion product layer, where they are reduced to corrosion
products.

The real Perspective

This project is of great economic importance for the
oil industry. Corrosion in wet gas pipelines is
widespread in the North Sea. Wet gas is moved from
wells to platforms through 16" (40.6cm) pipelines, at
long digtances. A profile at the bottom of the sea is
plotted in figure 2.
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Figure 2: Profile of pipdine a the bottom of the sea. The
pipdineisdug afew meters bel ow the sea bed.

Thereisalevel difference from theinlet to the outlet of
approximately 10 meters which causes problems with
respect to general liquid holdup and local accumulation.
Due to the small dope of the pipe high corrosion is
seen in the first part of the pipeline just after the inlet,
encircled in figure 2. The higher corrosion in the inlet
could also be linked to the higher temperature which
can beseenintable 1:

Pipe | T(°C) | P(barg) L(m*/day)
Inlet | 45 Approx. 65 | 2.3
Outlet | 23 Inlet P-5bar | 6.5

The table shows how temperature, pressure and liquid
phase flow varies from the inlet to the outlet. The
temperature does not fall significantly in the pipeline. It
means that liquid holdup is the controlling factor of
corrosion. The column L in table 1 is the liquid phase.
L is build up between the inlet and the outlet. This is
due to the wet gas is saturated with water which at the
bottom of the sea, condenses on the colder pipe-wall. A
small liquid phase of Glycol and pH-stabilizer is
injected at the pipe-inlet, to prevent hydrate plugs aong
the pipdine. The pH-stabilizer is NaOH which is used

for controlling the chemical environment to prevent
corrosion.

The amount of water in the inlet gas phase is very
small, contributing with 0,1bar of the total pressure.
Still it is one of the most significant factors controlling
CO, corrosion. CO,(g) isinjected with a partial pressure
of approximately lbar and the CO,(g) flow is much
higher than liquid flow, up to volumetrically 130 times
greater than the liquid flow. Thisway the gas phase acts
as a sorage of COx(g) to be dissolved in the liquid
phase. Figure 3 shows an ideal calculation of the
dectrolytic chemica environment mentioned above.
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Figure 3: Idea cdculation of chemical environment in the
pipes

When no pH-stabilization (NaOH) is added, the pH is 5
and a high solubility of FeCOgzs) is seen. When small
amounts of NaOH is added the pH increases fast and at
an addition of approximately 25g NaOH/kg H,O the pH
is 7,5. The key, as mentioned before, is the solubility of
FeCOs(s) which decreases in the pH interval 5 to 7,5
from 0.1g/kgH,O to 10°g/kgH,0. It is central to notice
that above pH=8 significant amounts of CO,(g) is
dissolved in the liquid phase, neutralizing the NaOH
and not effectively using it for pH-stabilization. The
operating window, shown in figure 3 tells the engineer
the correct amount of NaOH to inject with this amount
of CO,(g) flow to prevent iron dissolution and to keep
the use of NaOH down to an economical level but also
to prevent dissolution of CO,(g) in the liquid phase.

Conclusion:

Corrosion can be avoided by planning and being dert at
the production site. It isimportant always to have an
understanding of the chemicals. This project will
expand the understanding of CO, corraosion.
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CO, Capturefrom Coal Fired Power Plants

Abstract

Partial pressures of carbon dioxide (CO,) over aqueous solutions of monoethanolamine (MEA) have been correated
using a simple approach where only one chemical equilibrium reaction istaken into account, and assuming ideal gas
and ideal liquid properties. The approach combines the Henry's law constant and the chemical reaction equilibrium
constant for the formation of carbamate for primary alkanolamines, resulting in an explicit expression for calculating
the partial pressure of CO, over an agueous MEA solution. Accurate values for the partial pressure of CO, are
obtained for alimited loading-, temperature-, and pressure range which isuseful in modelling CO, capture from coal

fired power plants.

Introduction

Approximately one third of all CO, emissions from
human activity come from generating electricity.
Therefore CO, capture and storage from fossil fuel
power plants presents an opportunity to achieve large
reductions in greenhouse gas emissions without having
to change the energy supply infrastructure and without
having to make large changes to the basic process of
producing el ectricity.

CO, capture from process streams is an established
concept which has achieved industrial practice. There
are different process schemes for integrating CO,
capture with combustion available including pre-, post-,
and oxyfuel-combustion. The focus of our work is on
post-combustion capture which means that CO, is
removed from the flue gas; therefore the combustion
processis not directly affected. However, energy for the
CO, removal is taken from the power process, thus
lowering the net efficiency of the power production.

There are several techniques for CO, capture from
process gas streams, of which chemical absorption using
alkanolamines in a packed absorption tower is the most
commonly used. The technology is currently widdy
used, though for applications of a scale much smaller
than power plant flue gas cleaning. A bottleneck in the
process of capturing CO, from flue gases with agueous
alkanolamines is the large amount of energy needed to
regenerate the absorption liquid which in turn decreases
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the efficiency of the power plant dramatically.
Efficiency reduction for coal fired power plants liesin
the range of 7 to 12 %, depending on the akanolamine
and the packing of the absorption tower, which gives a
relative decrease in efficiency in the range from 15 to 22
% (Lyngfelt et al.) [1]. The largest contribution to the
efficiency decrease originates in the energy needed in
the desorption of CO..

The focus of our work is to contribute to the
modeling and simulation of both the absorption and
desorption of CO, in agueous alkanolaminesin order to
develop reliable tools for the design and optimization of
the process. The system is very complex due to the fact
that it contains weak €electrolytes. Among the key
parameters in  the design process are the
thermodynamics associated with the phase equilibria of
systems containing CO,-water-alkanolamines, the
kinetics of the chemical reactions involved and the mass
transfer in the system.

A simple thermodynamic model for MEA

To be able to develop more efficient processes for
the separation of acid gases from flue gases,
thermodynamic modeling of the vapor-liquid phase
equilibrium is the first step. Most thermodynamic
models used to represent the vapor-liquid equilibria of
CO; in an aqueous solution of alkanolamines are very
complex and require a large amount of adjustable



parameters. This is due to the fact tha the
akanolamines are weak dectrolytes and chemical
reactions between alkanolamine and CO, occur in the
liguid phase. Ancther problem concerning the
representation of the vapor-liquid equilibria is that the
experimenta data exigting are not always plentiful and
reliable. There is a large scattering particularly at low
partia pressures and loadings. In this work a very
simple model has been developed for representing the
VLE of agueous alkanolamine solutions. The chemical
equilibrium taking place in the liquid phase when CO,
is absorbed in an agueous solution of MEA
(monoethanolamine) can be written with the following
equilibrium equations:

2H,0——H,0" +OH"

CO, +2H,0——H 0" + HCO;
HCO; + H,0——=H,0" + CO>"
MEAH " + H,0——H 0" + MEA
MEACOO™ + H,0——MEA+ HCO;

The reaction of CO, with agueous MEA can, given that
the loading (moles of dissolved CO./moles of
alkanolamine) isin the region between 0.02 and 0.48, be
approximated by a single chemica equilibrium reaction
Astarita[2].

MEAH* + MEACOO —— 2MEA+CO, (aq.)+H,0 (1)

Equation (1) neglects the presence of bicarbonate
(HCO;"), hydroxide (OH), and carbonate (CO5*) ions
since the concentration of these ions will be very small
in the region of loading which of interest to describe in
CO2 capture from power plants fired with fossil fuels.
Given the following definitions:

. moleCO,
6 =loading=——2-
moleamine
_ . . amine
a, =initial concentration of amine= ———
amne+ H,0

Ko, =combined Henry'slaw and equilibriumconstant for
partial pressureof CO, over the solution

Xco, = Molefraction of chemically bound CO, inthe solution
T = temperature( Kelvin)

the concentration of the species involved in the
chemical reaction can be written in the following
manner:

[MEA] =(1-26)a,

[ MEAH * | =[ MEACOO" | = 6a,

[CO |=[HCo; =0

The expression for the partial pressure of CO, can now
be written as shown in equation (2).

]
= K002 X002 Lz
(a,(1-26))
Where the combined equilibrium — and Henry's law
constant is given by equation (3):

@
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A, B and C are al parameters that have to be regressed
from experimental data. Some calculations are shown in
figure 1.

INKeo, = A+$+Ca06

o Exp.313.15K
+ Exp. 353.15K
¢ Exp.393.15K

CO2 partial pressure (kPa)

0.2 0.3 04
CO2 loading (mol COzlmoI MEA)

0?1 0.5
Figure 1 Comparison of model correlation results (solid
lines) with experimental data for CO, equilibrium
partia pressures over an agueous 30 wt % MEA
solution.
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I nvestigation of Spontaneous Cell Cycle Synchronization of Saccharomyces
Cerevisiae

Abstract

In experimenta yeast cultivations, yeast itsdf is able to invoke sustained oscillations. Understanding of the
mechanisms causng cell cycle synchronization may also reveal information about the interna regulatory
mechanisms which are active near the critica dilution rate. Experimentally observed oscillation periods exhibit a
large variation at a fixed dilution rate. Often the oscillation period is lower than the steady state doubling time for
the cultivation but oscillation periods longer than the doubling time are also found in my experiments. The aim of
the proposed population balance mode is to provide a plausible understanding for the fact that oscillation periods

can be longer than the doubling time of the population.

Introduction

An interesting characteristic seen in laboratory scale
Saccharomyces cerevisiae cultivations, is the ability of
yeast itsdf to invoke spontaneous oscillations in
continuous aerobic, glucose limited conditions. Several
different modes of oscillations have been found. 1)
Glycolytic oscillations with oscillation period in the
range of seconds, 2) Oscillations of the population in the
range of ~50 minutes which are independent of the
dilution rate, 3) Cel cycle synchronization where the
period of oscillation depends on the dilution rate. In the
following the focus will be on the third kind of
oscillations.

At non-oscillatory cultivation  conditions, S
cerevisiae, shows two different growth regimes; at low
dilution rates the growth is purely oxidative, and the
main products are biomass and CO,; at high dilution
rates the growth is changed to oxido-reductive, and also
ethanol is formed. The dilution rate, where ethanol
appears, is called the critical dilution rate (D). Since
the maximal productivity of biomass (Dx) is reached
near Dgi, it is of significant interest to perform
cultivations as close to the critical dilution rate as
possible. The point of incipient ethanol formation isalso
termed therespiratory bottleneck [1].

The interest in the cdl cycle synchronization is
motivated by the fact that these oscillations show
ethanol formation at dilution rates significantly below
the critical dilution rate. This observation indicates that
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the ethanol formation at the critical dilution rate in non
synchronous cultures may not be solely explained by a
limited respiratory capacity, and an understanding of the
mechanisms that cause cdll cycle synchronization may
also reveal understanding concerning the regulatory
mechanismsthat are active near the critical dilution rate.
Such insght may be essentid for maximizing
productivity of continuous cultivations.

Background

To explain the mechanism for the spontaneous
synchronization of the cel cycle, some kind of
“communication” between the cells has to take place.
Thus, there mugt be some “signalling” metabolite(-s)
which make the communication possible. During
synchronized cell growth the oscillations can be
observed in many variables, such as CO,, O,, dissolved
oxygen, ethanol, acetate etc. and aso in internal
metabolites, such as amino acids, NADH, protein and
the carbohydrate storage compounds glycogen,
trehalosg, [2,3].

In laboratory bioreactors, oscillations in yeast
cultivations are often seen, and they can be difficult to
avoid as only small disturbances in the cultivation
conditions can possibly invoke the synchronization.
Thisnormal behaviour was also expected with the strain
CEN.PK113-7D but numerous experiments failed to
give spontaneous self sustained oscillations. Thus a
method to induce oscillations seemed necessary.



The progression through the cell cycle is divided
into four different phases (Figure 1); the first phaseis a
growth phase called G;. Here the cdll size is increased
and storage compounds are accumulated in the
preparation for the cell division/budding. Once the cell
has reached a critical size, it progress past a START
point and enters the S-phase characterized by replication
of the DNA and emergence of a bud, the beginning of a
new daughter cell. When the cell has progressed past the
START paint it will not stop the division before it is
back in the G;-phase again.

START
oO——Q—0O
>
Daughter cell / ‘
Mother cell
N A
e N
G,-phase S-phase G,-phase + M-phase

Figure 1 Schematic overview of the cell cycle. Oncethe
cell is past the G;-phase it will not stop before it reaches
the G;-phase again.

After proper DNA replication a new growth phase
called G, is entered; here preparation for the final
segregation of the newly copied DNA into the newly
formed daughter cell takes place. The actua segregation
and physical division is performed in the final M-phase.
The newly formed mother and daughter cells are born
into the G;-phase and everything starts over again.
Because the cells will not progress past START before
reaching a proper size a deprivation of substrate would
make cells already past START finish the cell cycleand
end up in G;-phase, while cdlls aready in the G;-phase
will not start a new cell cycle This observation
provides the foundation for the method to provoke cdl
synchronization. This method developed and was tested
in two experiments.

Experimental observations

Since cells will not progress past the START point
unless certain growth conditions are present it was
investigated how a stop in substrate feed influenced the
number of budding cells (Figure 2). From thefigureit is
seen that the stop triggers budding as well as an increase
in the number of dividing cells during the first 20
minutes after the stop. After another 50 minutes the
number of budding cels sarts decreasing. To
investigate if stop in feed flow can be used asinducer of
cell synchronization a procedure using three successive
stops in the feed flow where each stop lasted for 30
minutes was tested. The procedure was tested on two
parale experiments. Theresults are shown in Figure 3.
An obvious question when inspecting the oscillations is
if these oscillations smply are a synchronization effect,
or if the average cell behaviour is different when
growing under cyclic conditions. The average CO,
concentration of the two experiments during the
oscillations in Figure 3 was compared and it was found
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that the differenceis only 0.2%. In a period of 25 hours
prior to the forcing of the oscillations, the difference
between the CO, signals was calculated to be 0.4%. |.e.
the net CO, production does not change during
oscillations.

Budding index after stop in feed

Budding index
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Figure 2 Development in the number of budding cdls
after stop of feed flow.
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Figure 3 Example of oscillations induction in a
continuous cultivation with the yeast strain S cerevisae
CEN.PK113-7D. Two cultivations were run in paralle
resulting in an oscillating and non oscillating culture.
The average CO, concentration in the outlet gas was
equal for the two fermentations.

If the whole population grows in synchrony, the
asymmetric division of the yeast cel is expected to
result in an oscillation period which is equal to or below
the doubling time of the population (Tgouning=IN(2)/D). I
thisisthe case washout of the cells is avoided. However
the oscillation period is in my experiments often seen to
be much longer than the doubling time. To describe this
observation amodel was constructed.

Oscillations in a mixed population of synchronous
and asynchronous cells

The search for mechanisms responsible for
sustained oscillationsin S cerevisiae has been intensely
pursued by several investigators. This search has
revealed several general conditions which have to be
fulfilled for sustained oscillations to appear [4-8].
Generally speaking the models proposed explain many
of the phenomena encountered in oscillating
cultivations, but in the case where the experimental



oscillation period, Tos, €xceeds the doubling time
(In(2)/D), the previous modes do not predict the
experimenta results any more. In my work very long
oscillation periods were observed, and aso in literature
oscillation periods longer than the doubling time are
reported (Figure 4).

——T, (in(2yD)
e

14

124

h
5
1

Oscillation period (h)

Dilution rate (1/h)

Figure 4 Oscillation periods for S. cerevisiae as a
function of dilution rate collected from different
sources. The solid lineis the doubling time (In(2)/D) for
agiven dilution rate [7-16].

In order to develop a population balance model one
must assume a certain population structure. This
requires a hypothesis for the cell cycle of S cerevisae
and for how the lengths of mother and daughter phases
interact. In Figure 1 a very simple mode of the cdl
cycle is shown, but in other cases the genedogical age
will change the time a mother or daughter cell usein a
specific phase and thus render this picture more
complicated. The proposed models in this paper,
describe the oscillatory behaviour of yeast cultivations,
by dividing the population into categories such as
daughter cells and mother cells. In some cases these
classes are further subdivided to improve the description
of the population.

The main purpose of my mode is to describe the
population structure of a cultivation when the oscillation
period is longer than or equal to the doubling time. The
model should of course also be able to explain
oscillations with a duration shorter than the doubling
time (which even the one population model can). The
experimental results used to investigate oscillations are
often derived from cell counting and budding index as
used here - rather than on cell mass. On this basis the
model is based on cell number concentrations.

This modelling work uses the concept that part of the
population is growing asynchronously wherein cells
always divide, while another part of the population is
showing synchronous growth with a discrete division
point. With this mode structure oscillation periods
longer than the doubling time will result in a washout of
the synchronous population. To avoid this, an extra
coupling between the two populations has to be
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included. The cdlls in the asynchronous population can
be recruited by the synchronous subpopulation. This
recruitment is described by a first order reaction step
with therate y N4(t) (N, isthe cell number and y the rate
constant). In Figure 5 the model concept is illustrated”.
It differs substantially from conventional models used to
describe oscillationsin yeast cultivations.

Ngo = 2(1-BIN(Tg)
Synchronous cells Synchronous cells Synchronous cells
YNy (emigyeot o s TN (o0
=a

N¢(0)=Ng, M=o+ Lo (e 1)

Asynchronous cells
N,(0)=N,,

Figure 5 lllustration of the model concept. At the time
of division cdls are transferred from the synchronous
population to the asynchronous sub-population, and
cellsin Ngwill again start growing at Tog, but in anew
generation, which again will start from time zero. Cells
are continuoudly transferred from the asynchronous- to
the synchronous sub-population during the whole
interval 10,Tog].

2BN(Tosc)

Asynchronous cells
Na(t):NaDe(u -y-Dt

Asynchronous cells
Na(t):NaDe(u -7-D)Tosc

Nao = NaToge) + 2BNy(Tos,)

In the present model it is assumed that the recruitment
of cels from the asynchronous population occurs
continuously over time, but the justification for the
introduction of the parameter y is based on the
observations in laboratory cultivations where ethanol
and acetate are formed at the entrance to the division
process [2,9].

In redlity y may not be a constant. It could be that the
rate of transfer of cells from N, to Ng depends on the
environment which must vary when the culture is partly
synchronized. Thus at the peak of ethanol or acetate
secretion 1y could for example be greater. In [17] it was
found that the higher the level of storage carbohydrates
were, the higher amount of cdlls did start dividing when
subject to substrate changes. This means that in a more
detailed model than used here y = F(ethanol, acetate,
storage carbohydrates).

Transfer of cells to the asynchronous culture at Tog
could be amplified by a poor regulation of the cycling
time. Also the synchronous culture may accumulate
internal metabolites (glycogen and trehalose) that
increase the fraction of cels transferred to the
asynchronous culture, . Here however the parametersy
and B are kept constant for the sake of simplicity.

The moddl is used on two examples; thefirst exampleis
based on the data from Experiment 12, where the
fermentation conditions are given in Table 1. This
example is used at conditions where the oscillation

! The entire model will be given in my thesis work.



period is close to the doubling time of the population,
where most other models fail to describe the behaviour.

Table 1 Cultivation conditions for example 1, data from

Experiment-12.

Par ameter Value
D (1/h) 0.10
Tox (h) 6.84

Bl in 0.20
Bl max 0.43

In the second example the results from [8] is used,
where a oscillating continuous culture is grown at a
dilution rate of 0.071 h-1, the complete cultivation
conditions are given in Table 2. The data are chosen to
verify the mode for an oscillation period well below the
average doubling time. The cultivation datain Table 2 is
passed into the model for different values of B,2.

Table 2 Cultivation conditions for example 2, data from
[8].

Par ameter Value
D (1/h) 0.071
Tox (h) 6.22

Bl in 0.07
Bl max 0.543

As we do not have the relation between the budding
index and the growth rate for the asynchronous
population (B,), we use this as a free parameter in the
model.
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Figure 6 Plat of the relative amount of asynchronous
(hatched line) and synchronous (full ling) cels as
function of the budding index of the asynchronous
population (example 1).

It is interesting to see that the budding index of the
asynchronous culture only gives solutions in the range

2 Budding index of an asynchronous growing culture
(dependent on the dilution rate).

0.316-0.375, which means that the growth rate of the
asynchronous culture has to be relatively high. In a
completely asynchronous growing culture at the same
cultivation conditions with the same strain, the budding
index was measured to be in the range 30-35%, which
seems plausible in this context.

From the mode the relative size of the synchronous
population can be calculated for the two examples, and
the results are shown in Figure 6 and Figure 7. It is
easily seen that the first example with a relative small
distance between the maximum and minimum budding
index and at the same time a rather long oscillation
period (Figure 6) has a relative smaller amount of
synchronous cells in the population. During the given
conditions the modd s predicts that there can be no more
than 39% of the cdls in the population which are
growing synchronously.
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Figure 7 Plot of the relative amount of asynchronous
(hatched line) and synchronous (full ling) cells as
function of the budding index of the asynchronous

population in example 2.

Conclusion

In order to investigate the oscillatory behaviour methods
have been investigated to ensure oscillations in all
experiments. From the oscillations obtained large
variation in the oscillation period is observed.

A mode has been developed, which is able to predict
oscillation periods longer than the doubling time of the
population. The degree of synchronization can be
determined from measurements in the budding index
and oscillation period, for a given dilution rate. A very
simple way of getting an idea of the actual state of the
oscillations.

The two examples on which the model is evaluated
indicate that the longer oscillation periods may be
interpreted as a small fraction of cells which growing
synchronously while the asynchronous population is
rather large and helps avoiding washout. The
synchronous population which is responsible for the
oscillations is maintained by the asynchronous
population by recruitment from the synchronous
population. This mechanism requires communication
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between the cdls, which is hypothesised to originate
from the formed ethanol and acetate at the entrance to
the S-phase, however this mechanism is not included
into this modd, which only is concerned about the cell
number concentrations of the two subpopulations.
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Development of New Synthetic Membranesfor Use in Glucose Sensors

Abstract

Membranes are a crucial part of glucose sensors for in-vivo use and the demands on the material properties are
numerous. These requirements can be meet by careful selection of chemical characteristics of two polymers joined
into block copolymers. In the current project, synthesis of amphiphilic copolymers are proposed utilizing atom
transfer radical polymerization (ATRP); a controlled radical polymerization method. Preiminary studies have
shown that polymers with narrow polydispersity indexes can be obtained by this method.

Introduction

It is expected that Diabetes Méellitus will reach
epidemic dimensions in the next decades. Type 2
diabetes, which often is related to insulin deficiency in
the body, is rapidly growing among the world
population as the Western way of life is adapted.
Especially among the Asan population a
disproportional large number of new type 2 diabetes
have been observed as the life style has changed. From
being considered as an ‘old age disease, the age is
rapidly declining for the onset of type 2 diabetes.
Furthermore, only approximately half of all people with
diabetes have been diagnosed. Poorly administered
diabetes treatment can lead to difficult late
complications such as cardiovascular diseases, kidney
damage, and blindness. Thus, there exists a large and
resource demanding task to treat people with diabetes.
However, studies have shown that late complications
can be reduced significantly by tight control of the
glucose level in the body. For the immediate insulin
demanding type 1 diabetes, glucose monitoring is an
important part in maintaining a normal way of life. The
right mix of insulin types can be found and low sugar
levels (hypoglycemia), which can lead to
unconsciousness and |oss of life, can be avoided [1].

Membranes are integrated in many different types of
glucose sensors. In the traditional glucose biosensors for
in-vivo use, membranes have several functions such as

[2]:

e Reduction of the glucose concentration with
regard to the oxygen concentration.

Ensuring biocompatibility.
Encapsulation of non biocompatible materials
in the sensor (such as enzymes).
e Reduction of signal from interfering substances
(such as C-vitamin and pain killers).
Biosensors intended for in-vivo use are subject to
the harsh conditions resulting from the immune
response and are therefore demanding from a materias
choice perspective. To reduce the response, segments
incorporating e.g. polyurethane have been utilized in
block copolymer design, however, there still exists a
growing need for developing copolymers which can
form layers with predetermined bulk and surface
properties.

Objective

Numerous patents and articles have been published
on the materids suited for membranes. Block
copolymers have been an often sought route, since they
can be tailored to have the desired multifunctionality. In
the current project amphiphilic copolymers i.e
copolymers containing both a hydrophilic and a
hydrophaobic functionality are sought.

It is important that the copolymer can be made into
thin films in order for key parameters such as the
permesbility of glucose and other penetrants to be
measured.

Synthesis method

A strategy for the synthesis of the copolymers is
atom transfer radical polymerization (ATRP), a
technique of controlled/’living” radical polymerization



developed by Matyjaszewski [3]. The method involves
the use of a metal catalyst (Mt), a multidentate ligand
(L) and a hdogenated initiator, which al interact with
the active polymer chain (see Fig. 1). There exists
equilibrium between an activated (R) and a dormant
(R-X) polymer species with the deactivation reaction
being kineticaly favoured. Idedlly, this eiminates the
possibility of two activated polymer chain ends
encountering to give termination, while in practice
termination does occur.

R—X + ML — R+ X—Mt"™4L
“ @ \\\kt
kp N

R-R

Figure 1. Mechanism of ATRP. Mt=metd catalyst,
R=polymer chain, X=halogen, M=monomer, L=ligand. k,, Kg,
kp and k; are the rates of activation, deactivation, propagation
and termination, respectively

Using the ATRP method polymer products with
well-defined structures and narrow molecular weight
distributions can be obtained and the potential polymer
structures are numerous. The product of an ATRP
reaction is a potential initiator for yet another reaction,
as it till has the halogen moiety in the growing chain
end. This dlows reactivation of the chain end and
makes ATRP especially suited for synthesizing tailored
block copolymers.

Results

A number of prdiminary syntheses have been run
with methyl methacrylate (MMA) to test the
polymerization method with the used setup. The
polymerizations have been carried out in xylene using
Cu()Br as catayst and varying the ligand. Three
different ligands used in the literature [4] have been
studied:  1,1,4,7,7-pentamethyldiethylene  triamine
(PMDETA), 1,14,7,1010 hexamethyltriethylene
tetramine (HMTETA) and 2,2'-bipyridine (Bipy). The
results of these syntheses have been satisfactory with
low polydispersity index (PDI) and number average
molecular weights (M,) close to the target of 20,000
g/mol (table 1).

Table 1 Results of preliminary ATRP of MMA

Sample Ligand PDI? M2 Yidd
(g/mol) (%)
1 PMDETA 1.07 15,400 38
2 HMTETA 1.21 22,500 89
3 Bipy 120 22,600 40

#Determined by size exclusion chromatography

Future work

Using the experience from the preliminary testing
the polymerization of the amphiphilic block copolymers
will be undertaken.

The future work will include characterisation of the
synthesised block copolymers with regard to structure
including nuclear magnetic resonance spectroscopy (*H-
NMR) and infrared spectroscopy (IR) in addition to size
exclusion chromatography (SEC). Once fabricated in
thin films, the relation between bulk structure and
chemical and physical properties (such as the
permeability and tensile strength) will be evaluated in
addition to the surface ordering and chemidtry.
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Testing and Fabrication of All Polymer Micropump

Abstract

The main objective of the project is to examine and test microfluidic pumps produced with polymers. Currently the
main field of research is the AC eectroosmotic micropump, which has the advantage of a smple structure, no
movable parts and low requirements to the applied potential. The AC e ectroosmotic micropump is a relative new
discovery and initial research implies numerical ssmulations of the system in order to optimise the geometry and
generate an understanding of the phenomenon producing the pumping effect.

Introduction

The ability to control chemical processes on the
micrometer scale has many interesting perspectives and
isafield in fast expansion. One of the main issues when
dealing with microsystems is the pumping of fluid.
Several techniques have been used for this purpose and
one of the most interesting is the e ectroosmotic pump.
A special case of this pump is the asymmetric AC
dectroosmotic pump (ACEO) first suggested by
Ajdari®. The pump consists of an array of asymmetric
dectrodes in a channe with an AC potential between
the electrodes. This is presented in figure 1. The
advantages of the pump are the ssmple construction, no
moveable parts and require a low potential (1-5 V). The

Fig. 1 The principle of an ACEO pump. The asymmetric shape of the
electrodes creates an asymmetric eectric field, which induces an non-
zero horizontal forceto theionsin the fluid. The friction between the
ionsand the fluid creates a pumping effect from the small the large
electrode.

ACEO pump has been described both experimentally*”
and theoretically*#*®°, but no numerica simulations of
the system have been performed. As a mean to optimise

the geometry numerical simulations of the ECEO pump
were therefore performed.

Theory

The three governing equations when simulating the
ACEO pump are Poisson’s equation (1), the mass
transfer equation (2) and the incompressible Navier-
Stokes equation (3).

The €eectric regime is described by Poisson's
equation, and simplifying the system to a monovalent
salt yields equation (1) where ¢ isthe potentid, p isthe

v¢:_§:_ﬂc;c_) (1)

£
space charge density and ¢ is the didectric constant of
the fluid, F is Faradays constant, ¢ and ¢ are the
concentration of the positive and negative ions.
The flux of the charged ions is found by using the

aaiti+VVCi = Di ~V2Ci +Zi 'Ui 'V(Ci V¢) (2)

mass transfer equation™ (2), where D is the diffusion
coefficient, v is the flowfield with the components v,
and vy, zisthe charge of theion and u is mobility.

The fluid mechanica part of the system is
determined by the incompressible Navier-Stokes
equation (3a) and (3b), where pgens is the density of the
fluid, p is the viscosity and p is the pressure. The last
termin eq. (3a) isthe force caused by the moving ions.
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Using equation (1), (2), and (3) it has been possible
to perform numerica simulations of ACEO pump and
optimise the geometry to its maximum performance.

Results and Discussion

The numerical simulations revealed that especially
the height of the channd is important for the pumping
properties. The propulsion of the fluid occurs at the
walls near the surface of the electrodes and in contrary
to normal systems the pump is most efficient at low
diameters. The maximum pressure the pump is capable
of delivering is approximately inversely proportional to
the squared height of the channel. Ancther interesting
perspective revealed by the numerica simulations was
the pumps ability to pump in both directions. The
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Fig. 2 A simulated frequency sweep of the micropump. The pump is
capable of pumping in thereverse direction at low frequencies. .

pumping direction can be reversed by lowering the
frequency of the AC potential, which enhances the
positive prospects of the ACEO pump. The result of a
simulation seriesis presented in figure 2.

The numerical simulations were followed up with
experimental work and a pump was produced using
classical lithographic methods for microsystems. A
picture of a pump is presented in figure 3. The
eectrodes are gold layers on glass. The produced pump
has been tested and showed a pumping effect and the
expected ability to pump in both directions. One of the
problems with the current design and fabrication
method is that the electrode array is damaged at high
potentials (above 2-3 V). This problem could be solved
by choosing another material than gold for the
dectrodes, because gold does not have good adhesive
properties with glass. Recent research has shown that
the conductive polymer poly-3,4-ethylenedi oxythiophene
(PEDT) (figure 4) can be produced with arelatively simple
method and have conductivity™® up to 1000 S/cm. PEDT

| s ¥
Il._l \ !

Fig. 3 A picture of the micropump seen from above. The pump conssts
of gold (bright) on glass (dark). The small electrodes have a size of 4 um

and the large el ectrodes have a size of 20 um.

o]

(8] (9] 8]
Z/ \g /\
S
Fig. 4 The polymerization of 3,4—|$thyl enedi oxythiophene yields
the.

has the advantage of stability in aqueous solutions and
micro patterning abilities.

The future work concerns the development of methods
for handling and fabrication of the polymer micropump
and studies of PEDT's properties in the microfluidic
environment.

References

1 A. Ajdari, Physical Review E, 2000, 61, 45;

2 A.B.D.Brown, C. G. Smith and A. R. Rennie, Physical
Review E, 2000, 63, 16305

3 N.G. Green, A. Ramos, A. Gonzdlez, H. Morgan, A.
Castellanos, Physical Review E, 2000, 61, 4011

4 N.G. Green, A. Ramos, A. Gonzdlez, H. Morgan, A.
Castellanos, Physical Review E, 2002, 66, 26305

5 M. Mpholo, C. G. Smithand A. B. D. Brown, Sensors and
actuators B, 2003, 93, 262

6 V. Studer, A. Pépin, T. Chen, A. Ajdari, The Analyg,
2004, 129, 944;

7 S. Debesset, C.J Hayden, C. Dalton, J.C.T Eijkd, A.
Manz, Lab on a Chip, 2004, 4, 396;

8 N.G. Green, A. Ramos, A. Gonzdlez, H. Morgan, A.
Castellanos, Physical Review E, 2000, 61, 4019

9 N. A. Mortensen, L. Belmon, L. H. Olesen. And H. Bruus,
Not published yet;

10 E. Yeager, JO. Bockris. B. E. Conway and S.
Sarangapani, Comprehensive treatise of eectrochemistry
6, 1983, 1% ed., Plenum Press;

11 E. Gileadi, Electrode kinetics, 1993, 1% ed., VCH;

12 R. Byron, W. E. Stewart and E. N. Lightfoot, Transport
phenomena, 2001, 2™ ed., Wiley;

13 B. Winther-Jensen and K. West, Macromolecules 2004,
37, 4538-4543;



Lus Hindiyarti

Address: Building 229, room 130
Phone: +45 4525 2922

Fax: +45 4588 2258

e-mail: lh@kt.dtu.dk

WWW: www.chec.kt.dtu.dk

Supervisor(s): Peter Glarborg
Hans Livbjerg
Flemming Frandsen
Ph.D. Study
Started: September 2003
Tobecompleted:  August 2006

Gas Phase Sulfur, Chlorine, and Alkali M etal Chemistry
in Biomass Combustion

Abstract

The high-temperature sulfur/chlorine/potassium chemistry has important implications for sulfur/chlorine emissions
(SO,, HCI), aerosol formation (KCl, K,SO,) and deposits formation in combustion. The S/CI/K chemigry in
combustion involves both gas phase and condensed phase reactions. An attempt to improve the gas phase chemistry
model with addition of aerosol formation to the modd is still on going work. The model will be validated using
experimenta results. A better understanding of the gas phase chemistry and successful modeling of these
components may facilitate devel opment of more efficient methods to minimize emission and operation problemsin
biomass or waste combustion aso in boiler design.

e

Introduction Aerasols .I::;:t‘- mﬁm
Combustion and gasification of renewable fuds :,—3;3«., f,: ;-::1'

(biomass, waste) involves a number of chemical R e

reactions, which are important for emissions, aerosol
formation and deposition/corrosion.  The  high-  sggkmeration

temperature sulfur/chlorine/potassum chemistry has — o
important implications for sulfur/chlorine emissions st |
(SO,, HQ), aerosol formation (KCl, K,SO,) [1,2] and " m-: J || Casling !
deposits formation in combustion [3]. of Alkal \ (PO Candmaiton Y, Ashseiuned
Clmpii I. :nﬂ! F 4 From the fusl bad
NI, KIS04
Significant efforts in the past have focused on & KoM, E el
chlorine and sulfur chemistry, but little is known about bpibigadbor w8
akali metal chemistry or the interaction between S, Cl i

and K. The SCI/K chemistry in combustion involves
both gas phase and condensed phase reactions [4].
Despite the practical importance of Cl/S/K-interactions,
few attempts have been made to understand the detailed
kinetics of the system. Current modeling is largely
limited to chemica equilibrium calculations. Such
calculations do not account for kinetic limitations,
which are known to be important for conversion of HCI
to Cl, or SO, via SO; to H,SO,. Conversion of KCl to
formation of K,SO,, a critical step in aerosol formation,
is presumably also kineticdly limited but little is
known.

Combustion Chamber

Figure 1: Illustration of the release and fate of K, Na,
Cl, and Sin hiomass combustion (modified from [5])

A better understanding of the gas phase chemistry of
these components may facilitate development of more
efficient methods to minimize emission and operation
problems in biomass or waste combustion systems.

Objective

The objective of this project is to improve the
fundamental knowledge of the gas phase chemistry
which is important for emissions, aerosol or deposit
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formation in combustion of biomass and waste. Theam
is to improve the available detailed chemical kinetic
model for conversion of chlorine, sulfur and akali-
containing species and their interaction. Such a
chemical description can be implemented in reactor
models and used to simulate effect of fuel and process
parameters on emissions and operation.

Modeling

Gas Phase Chemistry

Presently, existing kinetic moddls; provide a fairly
good description of hydrocarbon oxidation and nitrogen
chemistry in high temperature processes. Also a
significant knowledge about sulfur and chlorine
chemidtry is available. In the latest research, a detailed
mechanism for alkali metal chemistry and S/CI/K/Na
interactions has been proposed [6]. Using the proposed
mechanisms mentioned above as starting mechanisms,
the model is expected to be extended and improved by
conducting several experiments related to the system.
The experimental and modeing work will be a step-by-
step attempt to extend our knowledge of this chemistry.
The experimenta results are interpreted in terms of a
detailed reaction mechanism, using the CHEMKIN
software package.

Aerosol Formation

In biomass combustion as described in the figure 1
above, the gas phase chemistry of alkali metal, sulfur
and chlorine is also accompanied by aerosol formation.
In order to be able to model the system closdly to the
redity, the attempt to couple the gas phase chemistry
and aerosol formation is being made.

Formation of aerosols is initiated by a nucleation
process, which is afirst order phase transition problem,
where there is discontinuous change between two
phases. There are several moddls for nucleation theory,
but classical nuclegtion theory incorporated with a
curvature dependent surface tension earlier used by
Christensen et. a [7] is being used here. An attempt to
include aerosol formation model by homogeneous
nucleation to the CHEMKIN codeis till on going work

Experimental work

The experiments are taking place in a laboratory
flow reactor under well-controlled reaction conditions.
A reactor set-up eguipped with a 3 heating zones oven
(figure 2) is used to smulate the system. The separate
heating zones are useful to maintan a constant
temperature in the KCl feeding tube, and a certain
setting temperature in the reaction zones (we can change
the temperature of the reactions zone in a range from
800 — 1100° C, and maintain the feeding system of KCl
to be in constant temperature, around 800 °C). The
feeding of KCI is done using packed alumina pdlets
impregnated with KCl and placed in tube in a certain
position to ensure a constant temperature. Thereby, a
nitrogen stream can be saturated with a certain amount

of KCI. There are two flows for the inlet gases to the
reactor. First isthe primary flow, nitrogen, as mentioned
above, and the other gasesis fed into the secondary flow
in order to avoid the reaction to occur before the
reaction zones.

Figure 2: L
a 3 heating zone oven for conducting gas phase
experiments. The reactor consists of a main alumina
tube and an upper inner aluminatube for KCl feeding.

Three different types of experimentswere planned in
order to study the gas phase chemistry. The first
experiment was conducted in order to investigate the
amount of potassum release and possibility of it to
deposit on the wall. The experiments are done using the
set-up equipped with a filter to catch aerosols formed.

For the second type of experiment the influence of
potassum chloride on the oxidation of CO is
investigated. Potassium in the gas phase will influence
the oxidation reaction of CO, CO+0.50, - CO, by
interaction with theradical pool.

Since anaysis methods for alkali meta in the gas
phase are hardly available, we use an indirect method by
applying another gas phase system, which the
mechanism has been well known. And CO oxidation as
mentioned above is selected to be used.

In the third type of experiment K/CI/S interactions
will beinvestigated by introducing SO, to the system.
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Figure 3: Sketch of complete experimental set-up, some
modifications is being made when necessary in order to
run different type of experiments.

Result and Discussion

Modeling

Using sarting reaction  mechanism  and
thermodynamic properties proposed by Glarborg and
Marshall [6], preliminary gas phase modeling is
conducted. The results (figure 4) indicate that formation
of Potassium Sulfate in the gas phase will increase by
increasing the temperature. To mode the red
combustion system, we need to include an aerosol
formation model to the current gas phase chemistry
model. An atempt to include a nucleation model to the
system to mode the aerosol formation is still on going

0 0,3 0,6 0,9 1,2

Resldence Time (5)
Figure 4: Mal Fraction of K,SO, formed in the gas
phase with inlet composition (in moles) KCI: 0.22; SO.:
0.04; O,: 7.06; H20:32.94; and N2: 159.40; in different
temperature (K) and residence time.

1,5

Calculations including a ssmple condensation model [6]
to the system show a significant difference in the
formation of K,SO, in the gas phase, as can be seen in
figure 5.
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Figure 5. K,SO, formation in the gas phase by
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and N2: 159.40; in different temperature (K) and
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Thus we can see that incluson of aerosol formation to
the model will be a significant influence. Aerosol
formation by homogeneous nucleation using classical
nucleation theory modified with curvature dependent
surface tension [7] was simulated which gives us result
as can be seen in figure 6. It shows that by increasing
the saturation ratio of K,SO, in the system, the
nucleation of aerosols particle will increase.
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Figure 6. Aeosol formation by homogeneous
nucleation in different temperature (K) and saturation
ratio, using equation earlier proposed by Christensen et.
a. [7]

Experimental work

Mass balance experiments in order to investigate the
possihility of KCI ditting/sticking on the reactor
(alumina tube) wall were being done. The result is till
uncertain since it is quite difficult to conduct the mass
balance measurements. If a small amount of KCI does
deposit on the wall of alumina tube after being released
to the gas phase, we might need to include this
consideration to our model.

Since it is difficult to analyze the gas phase of alkali
metal, we conduct some experiments in order to study



indirectly the KCI chemigry analysis in the gas phase.
Severa runs of CO oxidation with interaction of KCl in
the gas phase have been conducted, and the preiminary
results show that the presence of KCI will inhibit the
CO oxidation. Some results can be seen in figure 7 and
8.
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Figure 7. The molar fractions of CO and CO, outlet
from the reactor from CO oxidation experiment without
KCl addition, inlet composition CO: 2200 ppm; H,O:
0.05; Ny 0.9; and O, from gas impurity; the solid lines
are model’ sresult and the dots are experimental result.
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Figure 8: The molar fractions of CO and CO, outlet
from the reactor from CO oxidation experiment with
300 ppm KCI addition, inlet composition CO: 2200
ppm; H,O: 0.05; N,: 0.9; KCI : 300 ppm and O, from
gas impurity; the solid lines are modd’s result and the
dots are experimental result.
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Both the result of the model and the experiment
show that CO oxidation will initiate at a quite low
temperature around 600° C. Addition of KCI inhibits
the CO oxidation and shift the initiation temperature to
higher values. We can say that the finding of the
experimenta work agree quite well with the model
proposed but it seems that in the model the influence of
potassium to the system is more pronounced than the
findings from the experimenta work.

By doing sensitivity anadysis and adjusting the rate
constants of some of the reactions, we expect that we
will improve the model.
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Some more reliable experimental work and a thorough
anaysis need to be done in order to improve the model.

Conclusion

Successful modeling validated with experimenta
data will be useful to simulate the gas phase chemistry
in the combustion system so that it may facilitate the
development of more efficient methods to minimize
emission and operation problems in biomass or waste
combustion also in boiler design.

Future work

Several experiments to simulate the real combustion
system condition will be done in the near future, and
attempt to include aerosol formation in the gas phase
mechanisms in CHEMKIN code is also still on going
work. CFD will also be used to model the system in the
reactor.
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Disintegration of Char Particles during Thermal Conversion

Abstract

The disintegration of char during thermal conversion such as combustion and gasification can be an important factor
in the conversion process as the particle size distribution changes and internal surfaces are exposed. In this project
the strength and diffusive properties of wood char during combustion will be investigated in order to gain
knowledge on the disintegration processes and aid detailed modelling of particle conversion and reactors.

Introduction

The increased utilisation of biomass as fue for
energy production has led to the need for detailed
understanding of the behaviour of biomass during
thermal conversion. In fixed bed co-current gasification
and combustion, the gas permeability of the reaction
zone depend heavily on the particle geometry, in
paticular the particle size digtribution. If the char
particles break into smaller particles these may cause
undesired increases in pressure drop through the particle
bed as well as dead zones and channelling, resulting in
decreasesin efficiency and stability of the reactor. Fluid
bed reactors are sensitive to the particle size distribution
in order to control fluidisation and the amount of
particles escaping the reactor unconverted.

The strength properties and disintegration behaviour
of biomass char is a topic, where knowledge is yet very
sparse. Wood is known to retain much of its physical
structure during charring, and char is thus a highly
anisotropic  material. Detailed knowledge of the
microstructure and physical properties of wood are
available, but it has only to a very limited extend been
utilised to evaluate the properties of wood char in the
combustion science. For example, the limited data
available on diffusion and heat transfer in char generally
assume compl ete isotropy. This is unfortunate since the
mechanical strength of a material is sendtive to
inhomogeneities in the material, which can be caused by
anisotropic gas and heat transfer.

The goal of this project isto investigate the strength
development and breakage behaviour of wood char
during conversion. Experimenta determination of
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Longitudinal direction

/

Figure 1: Microstructure of hardwood [ 1]

anisotropic diffusion properties and mechanical strength
of wood char from different species will be made, and
the results will be evaluated taking into account the
wood char microstructure. By way of mathematical
modelling, the processes and parameters determining
char breakage will be investigated.



Figure 2: Beech wood char. The structureis
almost identical to that of the virgin wood,
with wood cellsand large vessel pores.
(Optical micrograph)

Figure 3: Beech wood, which has been
pyrolysed and converted 40-50%. The middie
lamella between the wood cells seems to have
been converted first. (Optical micrograph)

Char microstructure

The microstructure of the wood is retained very well
in the wood char — despite the severe mass loss (75%)
and shrinkage occurring during the conversion from
wood to char (pyrolysis). A sketch of hardwood
microstructure is shown in Figure 1. Like wood is an
orthotropic material i.e. it has different strength
properties in three major orthogona directions: (1)
along the stem (longitudinal), (2) aong the annua rings
(radial) and (3) tangential.

Light microscopy is used to investigate the structural
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Figure 4. Sketch of tensile strength test setup.

changes in the converted wood char. High resolution
optical microscopy of cold char samples are shown in
Figures 2 and 3. Figure 2 shows a micrograph of a
wood char surface orthogona to the longitudinal
direction. The original wood cell walls and larger vessel
lumen structures are easily recognisable. Figure 3 shows
a micrograph of a similar surface of wood char, which
has been converted 40-50% by CO, gasification at
700°C. Here the middle lamella (the lignin rich glue
between the wood cells) appears to have vanished.

The appearance of continuously converting char
samples are studied in a stereoscope equipped with a
small high temperature oven (heating stage
microscopy). During these experiments the oven is
purged with 100% CO,. Fast motion recordings of the
char conversion shows the structural shrinkage and
breakdown of the char samples, athough the lower
resolution of the stereoscope does not reveal details
within the wood cells as those seen in Figures 2 and 3.
Using this method it has been observed that bulk
shrinkage did not occur before a certain amount of
time/conversion followed by steady bulk shrinkage.

Strength testing

The strength properties of the char depend on the
microstructure development outlined above. It will be
measured by uniaxia tensile tests in the three major
directions at different degrees of conversion.

Figure 4 shows a sketch of the tensile strength test
setup used during the first test. The char sample was a
80 mm long pyrolysed beech stick. The curvature and
oval cross section of the sample caused by the pyrolysis
was eliminated by removing some of its surface material
using fine sandpaper. Then metal supports with wire
connectors were fixed to the sample ends using
Araldit® glue. In order to be able to measure the strain
in the sample, four strain gauges were glued onto the
sample surface as indicated in Figure 4: Verticd and
horizontal strain gauges at both the left and right side
near the centre of the sample. Two vertica
extensometers were attached to the metal supports in
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Figure 5: Results of uniaxial tensile test. Dashed:
Extensometers, Thick solid: longitudinal strain gauges,
Thin solid: vertical strain gauges.

order to verify the measurements of the corresponding
vertical strain gauges. The actual test was conducted at
BYG on DTU on their 100 kN tension machine
equipped with a force measurement cell to record the
actual tensile force applied to the wires. Increasing
tension was slowly applied until breakage.

Figure 5 shows the results of the initial tensile test.
The results from the measurement pairs are very
consistent. The strain differences between right and left
at low stresses can be explained by someinitia bending,
and evens out at higher stresses. The vertica strains as
measured by the strain gauges and the extensometers are
qualitatively very similar, but the extensometer strains
are appox. 20% higher. This difference is larger than
expected, and has not yet been explained. The dope of
the vertical strains in Figure 5 is the longitudinal
stiffness (longitudinal Youngs modulus, E=¢/c;, where
g and o, are the longitudinal strain and stress) of the
char. E; was found to be approximately 1 Gpa
Assuming plane isotropy, the longitudinal Poissons
ratio, |, can be found astheratio of the tangentia strain
to the vertica strain (W= /g), approximately 0.28.
Failure occurred at a stress of o; =1.15 MPa near one of
the metal supports. Since only one specimen has yet
been tested, it may or may not have been caused by a
local weakness. Thus the true longitudinal tensle
strength may turn out to be higher than 1.15 MPa, when
more sampl es have been tested.

Diffusion measurements

A Wicke Kallenbach cell, where diffusion through a
plane sample can be studied, has been built a The
Department of Chemical Engineering. Figure 6 shows a
diagram of a Wicke Kallenbach cell. The sample is
placed between two isobaric chambers (where each of
the gases are injected) and sealed so that any gas
exchange between the chambers has to pass through the
sample. Two pure gases are blown onto the sample
surface in each chamber. “Gas A” in “chamber A” and
“GasB” in “chamber B". The gas flow from chamber A
will contain small amounts of gas B due to the gas
transfer from chamber B through the sample. By
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Figure 6: Schematic diagram of a Wicke
Kallenbach diffusion cell

anadysing this concentration, the amount of gas B
passing through the sample can be quantified. The same
procedure is applied smultaneously to quantify the
transfer of gas A through the sample. It is essential that
there is a very low pressure difference between the
sample surfaces in order to avoid forced convection
through the sample. Grahams law can be used to verify
this, when the gas transfer of both gases are quantified
simultaneously as described above. Grahams law
predictsthat for ordinary and Knudsen diffusion (that is,
with negligible forced flow and surface diffusion), the
ratio of the opposing flow rates of the gases equals the
squareroot of theratio of their molar masses.

In the present Wicke Kallenbach setup (Figure 7),
three pure gases will be used: CO, CO, and NO. These
gases were chosen because of their reevance in
gasification and combustion processes, and the
availability of gas analysers for these gases. The char
sample is cylindrica (thickness ~10 mm, diameter

Figure 7: Picture Wicke Kallenbach cell setup
at CHEC



~10 mm) and the sides are sealed with silicon paste. The
chambers and sample are kept inside a ventilated
transparent plastic box for safety. In order to minimise
the pressure difference between the chambers the
(vertical) exit pipes from the chambers have large
diameters and are merged downstream the gas analysis
sample points. They form the inverse U-shape in the top
of Figure 7). The pressure difference between the
chambersis surveyed both by a micromanometer and by
Grahams law; Grahams law is known to fail when
surface diffusion is significant, which may be the case
with adsorbable gases or materials with very small
micropores (<5 nm)[2].

The uniaxiad permeability can be measured in the
Wicke Kallenbach setup by using a single gas, applying
a pressure difference between the chambers and
measuring the gas flow.

Invegtigation of samples with different orientations
will give information on the orthotropic diffusion and
permeability properties of the char samples. The
development of diffusion properties during conversion
will be investigated by observing samples subjected to
different degrees of gasification conversion.

Modelling

A mathematical model will be developed to model
the local processes inside a single wood char particle
during thermal gasification. The model will focus on
parameters and processes relevant to the microstructure
development and physical strength of the particle.

Conclusion

Several methods are being developed and will be
applied in order to gan knowledge on char
disintegration during thermal conversion.
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SO, Emission from Cement Production

Abstract

The emission of SO, from cement production is mainly caused by the oxidation of the pyrite contained in the raw
materids in the cyclone preheater in the “dry process’. The emission level of SO, from the processis determined by
the oxidation reaction of the pyrite and the direct sulfation reaction of limestone particles in the cyclone preheater.
The oxidation of the pyrite contained in the raw materialsin a cyclone preheater-like environment is shown strongly
influenced by temperature, oxygen concentration, particle size and flow condition, and may proceed in two different
ways depending on reaction conditions. The pyrite will most likely be oxidized directly to form iron oxides and
sulfates at lower temperature and higher oxygen concentration, but will most likely be transformed through a two-
step process, i.e. first therma decomposition and then successive oxidation.
The direct sulfation reaction of limestone in a cyclone preheater-like environment involves complicated gas-solid
reaction mechanism, and was shown to have varying apparent reaction orders with respect to SO, under different
reaction conditions. This phenomenon may be explained by a three-step surface reaction mechanism based on
crystal point defect theory and solid state activity at the solid surface.

Introduction flue gas is typically cooled down from app. 1173K to
Today, the so called “dry process’ isthe dominating  app. 573K.

process technology used for cement production due to

its superior energy efficiency. In this process, raw = it

materias are first milled to the required particle size and Bl \ 18

mixed to form raw meal (homogenised mixture of raw

materiad powders). Raw meal is then heated up in a

cyclone preheater through direct heat exchange with the Y

hot flue gas from the rotary kiln and/or the calciner.

After preheating, raw meal passes first through the $=\

calciner, where limestone in the raw meal is calcined. t,

The calcined raw meal goes then into the rotary kiln, Lt $
\
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where the raw meal is burned at high temperature to
form cement clinker. The formed clinker is then cooled
down and milled to produce fina cement products.
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Figure 1 illustrates an in-line dry kiln system with a =y ~ - - e
preheater consisting of 5 cyclones (the upper 4 cyclones — — —e . .__*_?_:f

are used for preheating). trttte
In each stage, the raw meal particles are suspended in - Fjgre 1 |lugtration of a 5 stage cyclone preheater.

the up-going hot flue gas in the riser in cocurrent flow,
and heated up. The solid phase is then separated in the

cyclone and enters the stage underneeth. Theflow inthe g 46 as raw materids. These raw materials ae all
preheater is cocurrent in each cyclone, but count current i g minerals, and contain often a few percent of
in generd. Raw meal is typically heated up from app. pyrite (FeS,).

350K to app. 1073K bhefore it enters the calciner. The

Cement production uses different limestone, clay and
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During the preheating process in the cyclone preheater
the sulfur contained in the pyrite is oxidized to SO, hy
the hot and oxidative flue gas from the rotary kiln
and/or the calciner. Part of the formed SO, is absorbed
by the limestone particles in the raw meal. The rest is
released into atmosphere with flue gas, and is the main
source of SO, emission from cement production. The
emission level of SO, from different plants can vary
from a few hundred ppm to several thousand ppm
depending on the raw materials used. It is desired that
this emission is reduced as much as possible in the
benefit of better environment.

Specific Objectives

In this project, the oxidation of the pyrite contained in
the raw materiads and the sulfation reaction between
limestone and SO, will be studied in laboratory scale
reactors under the conditions similar to those in a
cyclone preheater with the purpose of getting better
understanding on the mechanisms and kinetics which
are necessary for effective abatement of SO, emission
from cement production. Based on the experimental
results mathematical models will be established for
process simulation.

Formation of SO,

The formation of SO, in cyclone preheater is mainly
from the oxidation of the pyrite contained in the raw
materias.

Pyrite (FeS,) is a naturally occurring material that can

be found in concentrated form in nature and also as
impurity in coal and many other minerals. The wide
occurrence of pyrite in different minerals and coals
makes it today one of the main sources of SO, emission

from different industrial activities, such as metalurgical
industry, power production and cement production. In
oxygen containing atmosphere, the sulfur contained in
pyriteis oxidized to form SO, gas. Theiron in pyriteis

oxidized to form iron oxides (hematite Fe,O; and
magnetite Fe;0,) as the main solid products and iron
sulfates (ferrous sulfate FeSO, and feric sulfate
Fex(S0,)3) asthe minor solid products.

The transformation of pyrite in oxygen containing
atmosphere is a complicated process, and will proceed
by different mechanisms under different conditions.
Parameters such as temperature, particle size, flow
condition and property of the surrounding atmosphere
can all together affect the transformation process.

In the past decades, lots of scientific research works
have been performed in order to clarify the mechanisms
and Kinetics of pyrite transformation under different
conditions. These investigations [1-12] showed that the
transformation of pyrite in oxygen containing
atmosphere will happen by two different ways
depending on actual conditions such as temperature,
oxygen concentration, flow condition, particle size, etc.
At lower temperature (< ca. 500-550°C) and higher
oxygen concentration, pyrite will more likdy be
oxidized directly according following overall reactions:
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2FeS,(s)+5.50,(9) — F&,0,(s) +430,(9)
Fe,0,(s) +330,(9) +1.50,(g) = F&,(S0,)5(9)
FeS, +30, = FeSO, + O,

The direct oxidation process follows an unreacted core
model for unchanging particle. This can be wdl
illugrated by following SEM (Scanning Electron
Microscopy) picture [1]:

Figure2 picture of atin oxidized pyrite
particle[1].

The direct oxidation of pyrite was reported to be
controlled by inward diffuson of oxygen due to the
formation of ferric/ferrous sulfate [9]. Iron sulfates have
much larger molar volume than pyrite and ferric/ferrous
oxide. The formation of ferric/ferrous sulfates will
create a pore blocking effect, which in turn will cause
diffusion difficulty.

At higher temperature (>500-600°C) or lower oxygen
concentration, pyrite will more likely undergo first
therma decomposition to form porous pyrrhotite (FeS,,
2>x>1). The formed pyrrhotite is then oxidized
successively. The whole process can be represented by
following overall reactions:

FeS,(s) = FeS (s) +(1-0.5%)S,(9)
2FeS, (s,1) + (1.5+2x)0,(g) — Fe,0,(s) + 2xS0,(9)
3FeS, (s,1)+(2+3x)0,(g) — Fe,0,(s,1)+3xS0,(9)

S,(9) +20,(9) — 230,(9)
Fe,0,(s) +330,(9) +1.50,(9) = F&,(S0,),()

The happening of this process can be well illustrated by
the following SEM picture [3], which shows a partialy
reacted pyrite particle with an unreacted pyrite core,
porous pyrrhotite layer formed by thermal
decomposition and arim of hematite (oxidation product
of pyrite/pyrrhotite) at the particle surface.



Figure 3 SEM picture that shows a partly decomposed
pyrite particle in an oxygen containing atmosphere[3].

Recent investigation [3 ] showed that in cyclone
preheater-like environment, the oxidation of pyrite
contained in shaeis strongly influenced by temperature,
oxygen concentration and flow condition, and proceeds
relatively fast at temperature around 673-823K, whichis
typical temperature area in the first two stage cyclones
of the cyclone prehester. Thereis ill no clear evidence
that can show by which process the oxidation of pyrite
contained in shale will proceed in a cyclone prehester-
like environment.

In this project the oxidation of pyrite contained in shale
in cyclone preheater- like environment will be
investigated further in order to get better understanding
of the mechanism.

Absor ption of SO, on limestone

Limestone (CaCO:s) is one of the most important and
basic ingredients for Portland cement production.
Limestone is fortunately also a sorbent of SO,, and is
widely used in different desul phurisation processes.
The absorption of SO, on limestone can happen in two
different ways.
Under the conditions (higher temperature and lower
CO, partia pressure) where calcination of limestone can
take place, limestone will first undergo calcination
before it reacts with SO, due to the much faster reaction
rate of calcination than sulfation reaction. The sulfation
of limestone under such conditions is aso called
“indirect sulfation”, and can be represented by
following overall reactions.

CaCo, (S) — Ca0(s) +CO,(Q)

CaO(s) + 0,(g) +0.50,(g) — Cas0,(9)

Under conditions (lower temperature and higher CO,
partia pressure) where calcination of limestone does not
happen, limestone will react directly with SO,.

The direct sulfation reaction of limestone can be
represented by following overall reaction:

S02(g)+302(9)+CaC0g(s)—>CasOs(s)+CO(g)

The absorption of SO, in the preheater happens mainly
by this direct sulfation reaction. In the preheater, the
relatively low temperature (up to around 1073K) and the
high CO, content (around 30 vol.%) prevent the
calcination of the limestone particles.

57

Preliminary investigation in a fixed-bed reactor [13] has
shown that the direct sulfation reaction in a cyclone
preheater-like environment is significantly influenced
by the temperature, gas composition (SO,, O,, CO, and
water vapour) and limestone particle properties. It was
found that the mechanism of direct sulfation reaction is
much more complicated than the above overall reaction.
It was for example observed that the apparent reaction
order with respect to SO, at 823K varies with the
concentration of SO, in the gas phase as illudrated in
figure 4.

A

Conversion rate of limestone

v

SO, concentration
Figure 4 Illustration of the change of limestone

converson rate with SO, concentration in
a cyclone preheater-like environment.

The sulfation reaction showed a near zero order
behavior at mediate SO, concentrations, but higher
order at both higher and lower SO, concentrations.
Simple application of mass action law in this case is not
sufficient to explain this phenomenon.

To explain the observed phenomenon, following three-
step surface reaction mechanism based on crystal point
defect theory and solid state activity at the surface is
suggested for thisreaction:

Step 1, chemisorption of SO, on the active sites on the

solid surface:
k
$0,(9) +[V1(5) =, ~=[02](9

Step 2, surface oxidation of the adsorbed SO.:

_ k _
[802](5) +050,(g) + CO5(9) k;; 5 (9 +[c0p](9)
Step 3, desorption of CO,:
K
[c02](9)= =0y + V(9



Here [V] represents vacancies of anions a the solid
surface. Vacancies are point defects in crystaline
materias, normally called Schottky defects, a kind of
disorder in crystalline materials [14]. The existence of
Schottky defects is a intrinsic property of crystalline
materials. The thermodynamic basis for the existence of
disorder is the increase of entropy caused by disorder.
The point defects are not ill standing, but moving
randomly. The amount of vacancies increases
exponentially with temperature according to following
equation:

N, = NBexp(—AH /(2RT))

The vacancies can also be caused by aliovalent
impurities in the crystal. These defects are caled
extrinsic defects. The existence of other cations of lower
valence will for example creste more anion vacancies
due to the requirement of eectrica neutrality.

In this suggested mechaniam, the vacancies caused by
missing anions at the solid surface are supposed to be
the active stes. Figure 5 illustrates the suggested
sulfation process:

so, @ ‘e ¢ ° ‘o ° o
soe @ o e ° e © [ )
co, [d ° [ J ® Gas phase
co22 ° o o e °

i [ J

: o ° ° ..

Gas-solid
boundary

Product layer

Unreacted
CaCo,

Figure5 III.ustr:’:tti or.w of.the s.uggzstec.i gazcrsolid reaction
mechanism.

As shown in figure 5, the reaction happens at the
surface of the solid. In the firg step SO, occupies the
vacancy a the surface, and forms a kind of
intermediate. In the second step, this intermediate is
oxidized to form SO,* coupled with the transformation
of CO5* to CO.. In the third step, CO, is desorbed from
the occupied vacancy. In the product layer, SO,*
diffuses toward the main phase of CaCOs, while COs*
diffuses toward the surface of the solid. The migration
of these anions happens through the vacancies [14]. The
solid state activities of anions COs* (a;) and SO,* (ay)
at the surface are important parameters for the reaction,
and will have significant influence on the rate of the
sulfation reaction. For pure solid, the activity is
normally assumed to be 1. But in the case of sulfation,
the product layer cannot be assumed to be a pure
substance. The crystal lattice of the product layer will

contain in high or low degree other anions (SO,* in
COs* or CO5* in SO,%) in order that the reaction can
proceed. The solid state activities of these two kind of
anions depend on the rate of the reaction, the ionic
diffusion rate of these two kind of anions and the stage
of the sulfation. In the case of fast reaction rate and slow
ionic diffusion, the surface will be dominated by SO.2.
This will mean that the activity will be high for SO,%,
but low for COs*. The proceeding of the reaction
depends on the activity of CO;*. Lower CO5> activity
will slow down the reaction. There will be established a
kind of balance under different reaction conditions. This
process is in certain degree comparable to gas-liquid
reaction except that:

= Thereisno convection in the solid phase;

= The ionic diffuson in solid state is much

dower compared toinaliquid;
= The reaction takes place only at the solid
surface.

The sulfation process will be controlled by different
steps under different conditions and different sulfation
stages. By assuming that the reaction rate equals to the
reaction rate of the controlling step and the other two
steps are assumed in equilibrium state, the following
rate expressions can be obtained:
When step 1 isthe controlling step:

BC, 1
= k11 Cso - - 12
' KK KC

12" %30 ﬂCCq co,
@ 2T )
K2K3C02 K3
When step 2 isthe controlling step:
]/2 ﬂCcoz 1
rs,z = k21a1(Cso2Coz - ) C
K K,K, (i+C ) )
Kl > K1K3
When step 3isthe controlling step:
k,(C"C A, !
rs,3 = 1 o, S0, -
KKK, 8 BC, Lolc )
KK, K o

The use of solid state activity at the surfacein theserate

expressions makes a bridge between chemical reaction
and the influence from ionic diffuson, and reflects
directly the actua process happened at the solid surface.
The observed phenomena in this investigation can be
explained wel by the surface oxidation reaction, i.e.
sep 2 in the suggested mechanism. In the rate
expression for step 2, a; acts like a counterbalance. The
observed special behavior of the reaction order with
respect to SO, can be explained by the variation of solid
state activities of carbonate and sulfate ions at the
surface under different reaction conditions. (More
details about this can be read in reference [13]).

In order to smulate the flow conditions in an industria
cyclone preheater, a pilot scale cyclone preheater



consisting of 2 stage cyclones (asillustrated in figure 6)
will be built.

Cooling water

1st stage cyclone "/ particle feeder

Blower ©as cooler

SO, 0, CO,

or L2

analyzer

2nd stage cyclone

Symbol:

F: Flow control
Steam

. Particle
generator  2nd stage gas riser
as

Gas cylinder & container | TC: temperature control

burner

P: pressure gauge

Figure 6 Illudration of the design of a pilot scale
cyclone preheater consisting of two stage cyclones.

The first two stage cyclones are the most critical part
concerning the SO, emission from the system due to the
fact that the conditions in these two stage cyclones are
favourable for SO, formation, but not for the sulfation
of limestone. With this pilot cyclone preheater the
oxidation of the pyrite and the sulfation reraction can be
investigated under flow conditions close to those in a
industral cyclone prehester.

Based on the experimental results from the fixed-bed
reactor and the pilot scde cyclone preheater
mathematical models will be developed for the
simulation of the formation of SO, and the successive
absorption of SO, on limestone particles in the
prehester.

Conclusion

The emisson of SO, from cement production is
mainly caused by the oxidation of the pyrite contained
in the raw materials. The emisson level from the
process is determined by the oxidation reaction of the
pyrite and the direct sulfation reaction of limestone
particles in the cyclone prehester. The formation and
absorption of SO, in the cyclone preheater involve
complicated mechanisms. A good knowledge of these
mechanisms is necessary for the effective abatement of
SO, emission from cement production.
The oxidation of pyrite contained in the raw materiasis
srongly  influenced by temperature,  oxygen
concentration, particle size and flow conditions, and
may proceed by two different ways depending on the
reaction conditions. The pyrite will most likely be
oxidized directly to form iron oxides and sulfates at
lower temperature and higher oxygen concentration. At
higher temperature or lower oxygen concentration, the
pyrite will most likely be transformed through a two
step process, i.e. first therma decomposition and then
successive oxidation.
Preliminary investigation showed that the absorption of
SO, on limestone in a cyclone preheater-like
environment involves complicated gas-solid reaction
mechanism. One of the observed phenomena in this
investigation is the varying apparent reaction order with
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respect to SO, under different reaction conditions,
which is not able to be explained by a smple use of
mass action law. The observed phenomenon may be
explained by a three-step surface reaction mechanism
based on crystal point defect theory and solid state
activity at the surface.

Nomenclatures

a: solid state activity;

B: constant.

C: concentration, mol/m®,

AH : enthalpy of formation, Jmol vacancy;
- equilibrium constant m*mol;

- equilibrium congtant, (m*mol)®>;

: equilibrium congtant, mol/m?;

: reaction rate constant, m/s,

 reaction rate congtant, mol/(m?s);

: reaction rate constant, (mol/(s’m))°>;
: reaction rate congtant, mol/(m?s);
 reaction rate congtant, mol/(m?s);

: reaction rate constant, m/s,

: number of vacancy;

N: total number of lattice Site;

R: gas constant;

rs. surface reaction rate, mol/(nm?s);

T: temperature, K;

S ration between the solid state activities of sulfate
ion and carbonateion at the solid surface.
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Design and Controal I ntegration from a M odel-Based M ethodology for
Reaction-Separ ation with Recycle Systems

Abstract

This contribution presents the latest results of a systematic model-based methodol ogy for the design and analysis of
processes with a Reaction-Separation with Recycle (RSR) structure. The methodology subdivides the problem into
three main stages, where the first two stages identify a common set of design and process (control) related variables
and their role in design and operation of the process using simple but appropriate models for the specific analysis
tasks. Based on this analysis, the methodol ogy determines the design-operation targets, the design-process variables
that can attain these targets and the operational ranges for a stable operation. The main features of this model-based
methodology is presented and illustrated through a case study involving the Tennessee-Eastman (Chalenge)

Problem.

Introduction

Integrated process and control (structure) design
aims to satisfy simultaneoudly, the increasing demands
for the development of environmentally benign,
economically profitable yet technicaly operable
processes. In order to achieve this, the recycle of mass
and energy within the process, which introduces new
chalenges to modelling, design and control of the
process, need to be considered ([1], [2]). Also, [3] and
[4] highlighted the roles of models in the simulation,
design and control of chemical processes and suggested
a more intelligent use of modds in an advice role to
solve process engineering problems related to synthesis,
design and control. Through a systematic model-based
parametric sensitivity analysis of the RSR structure of
the processes, some of the complex interactions in the
non-linear behaviour of the process can be understood.
The objective of the parametric sensitivity analysisisto
identify a common set of design and process (control)
variables that affect the decisions related to the design
aswell as control (structure) of the process, the desired
values for these variables and their upper and/or lower
bounds. Since these variables affect the design and
control related decisions, their effect can therefore be
evaluated through the behaviour of the process
measured in terms of a set of performance criteria
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Therefore, integration of aspects of design and control
of a chemical process with an RSR structure can be
achieved in the early stages of the design process if the
model-based analysis is performed simultaneously with
the conceptual design calculations.

The objectives of this contribution isto present some
of the new features of the model-based methodology
developed earlier by [5] and highlight its application
through the well-known Tennessee Eastman Challenge
Problem (TE).

M ethodology Overview

The model-based methodology comprises of three
successive stages where special purpose models are
used for parametric sensitivity analyses in the first two
stages and validation in the third stage. Since integration
of design of the process and its control structure
involves simultaneously solving these two problems in
the early stages of the design process, it is hecessary to
use appropriate models representing specific features
(operation, behaviour) of the process and the variables
which may affect them. Figure 1 highlights the roles of
a class of design and process (control) variables
typically found in processes with an RSR structure are
listed (on the left hand side of Fig. 1). In Sage 1, some
of the design variables are combined together into



coupled parameters or dimensionless numbers (such as
Da, the Damkohler number). The moddlsin Stage 1 are
therefore based on these coupled variables and the
objective is to find the values of these variables where
the process has the optimal behaviour. Therefore, for
different values of the design variables (listed in Fig. 1),
the model equations are solved to obtain values of the
process variables (listed in Fig. 1), which are then used
to egtimate the variables that determine the process
behaviour (performance). This helps to decide target
values for the coupled variables for the design variables
(corresponding to the desired process performance), the
operationa limits (in terms of the process variables) and
desired (target) of the process behaviour. All these
variables, affect the design of the process as well as the
design of the control structure.

Design Variables
(Manipulated Variables) Stage 2. Detailed Models

>Design Variables

Stage 1. Simple Models
>Design Variables

e e —
. & Spit Factors
N < _
»Proct

«Level (height, weight,
holdup)

%Y Sy

~Space search boun

rch bounded,
“Process feasibility

Figure 1.Theroles of design and process variables
in Sages1and 2.

In Sage 2, the coupled parameters or dimensonless
numbers are decoupled, generating therefore, a new
model, which obvioudly, is more complex than the
model in Stage 1. The objective here is to find the
design variables (listed under Sage 2 of Fig. 1) that can
match the process behaviour (defined by the process
variables) and the target values of the Sage 1 design
variables. If the Sage 1 design targets cannot be
matched, new targets are set until a match is found. As
highlighted in Fig. 1, the results from the model-
andysis determine the operational feasibility of the
process as well as the search space for the design-
process variables. In Sage 2, the overall design targets
are set and the values for a minimum set of design and
process variables that matches this target is found. This
means that all the design-control structure related
decisions needed to make in the early stages of the
design process has been made. The process can be
described in terms of the performance it will give, the
values of the design variables that can achieve it and
values of the process variables that will be attained by
the process. From a control structure point of view,
these process variables will need to be controlled by
manipulating the identified design variables. Also, these
calculated values correspond to the set points for the
manipulated and controlled variables. The models in
Sages 1 and 2 are quite simple as they only include the
features of the process that need to be studied. In Sage
3, arigorous model of the process is used to validate the
design decisions and if necessary, to improve the
design. The results from Sages 1 and 2 are used as
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initia estimates, therefore, the robustness and efficiency
of the rigorous model-based solver is improved.
Typically, steady state as well as dynamic simulation
models can be used at this stage, while in Stages 1 and
2; mainly steady state models are used.

Study Case

The TE Problem ([6]) has been sdlected in order to
highlight some of the features of the model-based
methodol ogy for integrated design and control structure.

Process Description

The TE process produces two products (G & H)
from four reactants (A, C, D, E), while B and F are an
inert and a byproduct, respectively. The process has five
major unit operations. a reactor, a product condenser, a
vapour-liquid separator, a recycle compressor and a
product stripper (a typical RSR structure). The gaseous
reactants are fed to the reactor reacting to form liquid
products. The reactor product stream passes through a
cooler for condensing the products and from there to the
vapour-liquid separator. Non-condensed components
are recycled through a compressor back to the reactor
feed. Condensed components move to a product-
stripping column to remove the remaining reactants by
stripping with the feed stream of C. Product G and H
exit the stripper base and are separated in a downstream
refining section which is not included in the TE
problem. The inert and byproduct are purged from the
separator.

The reactions, which are dl irreversble and
exothermic, are modelled by the following kinetic rate
expressions,

A(g) + C(g) + D(g) —— G(l), Product
A(g) + C(g) + E(g) —— H(I), Product
A(g) + 3D(g) + E(g) —— 3F(l), Byproduct

1.08 0.311 0.874
:l Par Pe.r Po

)

Cou
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R =AM, exPl:Cl,l -
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R,T,

RZ = A},Zvv,r explicl,Z - } pA,rL15 p(:,ro‘370
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One of the main characteristics of the TE problem,
also studied by others (for example, [7] and [8]), is the
highly non-linearity and open-loop unstable behaviour
of the process, due mainly to the reactions occurring in
the system.

Stage 1: Use of modelswith coupled (design) parameters

A mode that includes the reaction Kkinetic
expressions for the reactor but the separation operations
are modelled for specified separations (fixed separation
factors) has been developed according to the method
outlined by [5]. The important behaviour to model isthe
effect of the recycle flow on the reactor operation, since
it is the chief source of non-linear behaviour and
assuming that the separation problem can be designed to



match the separation factors used. The derived Stage 1
model hasthe following assumptions:

1. A congtant pressureisassumed in the reaction zone,
SO0 P r= yi,rPT,r

2. Reaction 1 istaken as areference due to its highest
sensitivity to temperature

3. Thefeed flow rate of component A is considered as
thereference flow rate

4. No recovery of products or byproducts is
considered

The steady state mass and energy balances for all the
unit operations are represented in their compact from
by,

o ?
=TT Tow] A ®
d=[Dad.a.o] j_a E @
P =[A),k,q,k,cz,k.AH?,k.---]T k=123 ®

In the above equations, vector X represents the
unknown process (state) variables; vector d represents
the design variables, such as the Damkohler number
(Da), heat €eimination capacity variable (&), the
recovery (o) and purge factors (c); vector p represents
the reaction parameters such as the heats of formation
and kingtic constant. The Da number, which represents
the relation between therate of reaction and flow rate of
the feed stream, is defined here as,

_ AJ‘J. eXp(Cl‘l - 7’1) PTZ‘ZGSVR
FA‘l

Da

(6)

Step 1.1 Modd-based Analysis

The model represented by Egs. 2-5 represent a set of
non-linear algebraic equations in terms of vector X,
requiring the specification of the fixed parameters
vector p and the adjustable design variables vector d.
Figure 2 shows the results for the G/H sdectivity or
mass ratio (Ssy) and reactor heat duty (Q;) for different
values of recovery factors o with respect to Da. It can
be noted that the recycle of reactants back to the reactor
has a positive effect on its performance, evaluated
through Ss. However, as o increases, the heat content
in the reactor dso increases, due to the production of
component G with is the most exothermic of the
reactions taking place. Therefore, as the amount of
reactants in the reactor increases, the heat in the reactor
increases until the desired operation can no longer take
place.

Ancther measure of the process performance is the
conversion of component A, X, which may be
considered asalimiting reactant asit is present in all the
reactions. Figure 3 shows the behaviour of x, vs. Da for
different values of an. Since high recoveries are usualy
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preferred, a low Da number operation can achieve
higher conversions, although this may imply high
sensitivity to disturbances and short operating ranges. It
is well known that in processes with RSR structures, at
low Da, the process usually has the snow-ball effect on
the recycle flow due to disturbances in the feed flow
rate ([5]).
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Figure 2. S5 and Q; vs. Da for different or.
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Figure 3. x4 vs. Da for different op.

From the above analysis, the target values for the
design variables (Da and o) can be selected. This will
give, in turn, the desired performance. Also, the model
solutions at the selected design variables provide the
corresponding process variable values. Selecting upper
and lower bounds on the design variables, define
therefore, the operational window, which is chosen so as
to avoid high sensitivity (such as snow-ball effect)
and/or ungtable behaviour. Note that choices of the
design variables for the above process variables, also
determine the optima value for the recycle flow and its
effect on the process. The objective here is to make
these decisions without the need or use of rigorous
model based simulation, since at this early stage of the
design, enough data or information is usually not known
to perform such calculations.

Stage 2: Use of modelswith decoupled design variables
Theresults from Sage 1 are used as targets that will
now be matched with design variables typically
encountered in process design and/or control. For
example, Eq. 6 is now used to replace Da in the model



and the process performance and design targets are
matched with the adjustable variables from Eq. 6 (the
feed flow rate Fa;). Also, dl assumptions considered in
Sage 1 are now removed. That is, the separation
process is modelled to match the separation factor used
in Sage 1 (this will now give, for example, the
temperature and pressure where a single stage vapour-
liquid separation will take place). The modd used in
thiswork isthat proposed [9] where energy balances for
the reactor, the product separator, the stripper and the
mixing zone have been added to the modds given by

[6].

Step 2.1. Model-based Analysis

The devel oped modd can be used for steady state as
well as dynamic ssimulations and contains 30 ordinary
differential equations and 160 algebraic equations. The
model has 11 manipulated (design) variables and fixed
process parameters. The objective has been to first
match the steady state design obtained in Stage 1 and
then to study the dynamic behaviour in open-loop and in
closed-loop (by incorporating a control scheme using
the set of identified manipulated and control variables
from Sage 1). While the steady state design can be
matched, the process shows highly non-linear process
behaviour and the open loop ingability, which without
any control action reaches shutdown limits within
approximately 60 minutes from the start of operation.
Detailed simulation results, the model equations and its
anadysis for Sages 1 and 2 can be obtained from the
authors.

Conclusions

The results obtained from the systematic model-
based parametric sensitivity analysis has been useful not
only to identify operational constraints and/or limiting
conditions, but aso to identify set of manipulative and
contral variables that may be useful for control structure
design. The analysis also provides the set-point values
for the control variables matching the desired target
performance of the process. The find step of validation
through control schemes is currently being devel oped.
For the TE problem, as far as validation of the design is
concerned, Sage 3 is not necessary since the Sage 2
simulations validate the reported design. Current work
is also developing a collection of case studies with their
corresponding models and model analysis results.
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One-step Preparation of Asymmetric Ceramic M embranes by Controlled
Deposition of Flame-Produced Nanoparticles

Abstract

Asymmetric ceramic membranes are formed using a porous substrate tube (or surface) as a filter for flame
produced, airborne nanoparticles (Andersen et a., 2002). The general principle behind flame synthesis of materials
is the decomposition and/or oxidation of evaporated metal-precursors in a flame thereby forming stable metal-oxide
monomers followed by nucleation, aggregation and - to some extent - coal escence of aggregated nano-particles. The
product gas from a flame aerosol process is drawn through a macro-porous substrate by a vacuum pump thereby
creating what in principle isathin filter cake on the surface of the substrate.

The top-layer can is deposited directly on a coarse pore structure (>5 micrometer). Particles do not penetrate
deep into the support structure due to the “lack” of fluid forces on the particles. Thisis an advantage compared with
the preparation using a colloid suspension where several deposition steps are necessary in order to avoid penetration
of the suspension due to the capillary forces.

We demonstrate a reduction in pore size from several micrometers of the macro-porous support to single digit
nanometer mean pore size of the deposited micro-porous top-layer, i.e. areduction of three orders of magnitude in
pore size in one deposition step.

Introduction the equilibrium conversion if one of the products can be
Ceramic membranes are highly porous and are in made to diffuse through the membrane at a rate much
general characterized by their high permeability but low  grater than the other products or reactants.
sdectivity. The use of highly porous ceramic  As will be shown in the present study, membrane top-
membranes is favorable in high temperature layers prepared by deposition of flame-produced
applications where polymeric membranes can not been  nanoparticles may result in a reduction of the pore size
used. Inorganic membranes in generd have higher of the substrate by three orders of magnitude in a one-
chemicd, therma and mechanicd stability than  step-process. This can be done within the time-scale of
polymeric membranes. These properties maketheuseof  an hour. Thisisin sharp contrast to the wet preparation
ceramic membranes very attractive, even within areas techniques that needs several times of precipitation,
where pol ymeric membranes are dominating today. This filtration, drying and calcinations steps before nano-
is mainly due to the higher resistance to mechanical and  scale membranes can be produced.
chemical degradation, which can result in a significant
increase in membrane lifetime[1] Specific Objectives
Porous membranes play an increasingly more The scope of this Ph.D. project is to develop porous
important role in chemical reactor design, since membraneswith poresin the nano (and sub-nano) meter
chemicd membrane reactors offer new and exciting range, synthesized by flame synthesis. These
possibilities for reactor design. Many heterogeneous membranes can then be coated with a catalyst layer to
catalytic reactions are endothermic, reversible and enhance the formation of the desired reaction product.
limited by chemical equilibrium and the conversion to
the desired product may be favored at high temperature.  Flame Synthesis
In such cases, the use of inorganic membranes as both Membranes consisting of one or more metal oxides
separator and reactor in a single unit operation may shift  can be synthesized by flame pyrolysis[2,3]. The general
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principle behind flame pyrolysis is the decomposition
and oxidation of evaporated organo-metallic precursors
in aflame, thereby forming metal oxide monomers. The
precursors (presently  Al(acac); and Mg(acac),;
acac=acetyle acetonete) are sublimated into a stream of
N, in a saturator unit as shown in figure 1. The
precursor stream is then mixed with air and a fud,
which can be methane or hydrogen depending on the
desired flame temperature.

Aerosol
particles

7
Ail' Preheater [ JWI‘
?/%/Tf - |
Fud 1 ]
N-» ><] N:

Figure 1. Schematic drawing of te flame
synthesis setup.

In the flame the organic part of the precursor will
decompose and combust, resulting in a metal oxide
monomer, i.e. a molecule. Because of the extreme
super-saturation created in the flame due to the low
vapor pressure of metal oxides, the monomers will
nucleste homogeneously and agglomerate to form
aggregates of large ensembles of monomers. At high
temperature, these aggregates will then sinter together to
form single particles. If the flame temperature and the
residence time are sufficiently high, the formed oxide
particles will be spherica due to the fast coalescence at
the high temperatures in the flame. This is desirable
when synthesizing membranes, since the closest
packing, and thereby the smallest pores, is achieved
when the particles are spherical.

The primary product from the flame pyrolysis is an
aerosol of metal oxide particles in the nano-size range.
The aerosol gas from the flame can be utilized for
several different purposes, depending on synthesis
parameters and on the precursors fed to the flame. With
the present technology it is possible to make supported
catalysts composite metal oxides, cataytically active
surfaces and porous ceramic membranes [2,3]. When
producing cataysts the specific surface area normally
has to be high in order to get very active catalysts. In
flame synthesis, the high specific surface area can be
achieved by quench cooling the aerosol gas with cold
air after a short residence time in the flame zone [4].
The precursor will be transformed to metal oxide
particles, but the residence time at the very high
temperatures in the flame will be reduced, so that the
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extensive sintering can be avoided. This results in the
formation of agglomerates that will only sinter very
little, due to the rapid reduction in temperature. Mixed
metal oxides can be synthesized by leading two
precursors to the flame ssimultaneously, e.g. Al and Mg
precursors, which will lead to the formation of the
AIMg,0O, spind structure.

M embrane For mation

Membrane layers can be formed by using a porous
substrate tube (or surface) as a nano-particle filter. The
aerosol gas from the flameisled past a porous substrate,
where a part of the gas is sucked through the substrate,
thereby creating a thin filter cake on the surface of the
substrate [3]. This is illugtrated in figure 2, where the
porous substrate is a tube on which the deposition takes
place on the insde, while suction is applied on the outer
side of the tube.

Vacuum

RARRES NN,

4 substrate

i
133383388

Vacuum

Product gas
from flame

Figure 2: The aerosol phase from the flame is led
through a porous substrate tube by applying vacuum on
the outer side of the support tube and the particles form
alayer on theinner side of the substrate.

The top-layer can be deposited directly on a coarse
pore structure, which is in contrast to the use of wet
colloidal suspensions, which require severa deposition
steps — each with a smaller particle size. In the flame
aerosol process, the Brownian motion of the aerosol
particles is fast compared to the fluid velocity through
the substrate and the particles will not penetrate very
deeply into the substrate. Particle deposition will
initidly take place inside the substrate pores, but
because of the fast Brownian diffuson and the
deposition of particles will rapidly decrease the pore
diameter at the pore mouth, and hence lead to pore
mouth blocking. After pore mouth blocking a top-layer
will start to form. The top-layer deposition rate can be
as low as 5-10 nm/min, which facilitates the production
of very thin membranes needed for high fluxes [5]. A
membrane consisting only of the substrate with the
separating membrane layer located only in the upper
pat of the substrate pore mouths would be an
interesting product, but because the pore mouth
blocking happens within minutes or less. At the moment
it has not been possible to produce such a product.
Furthermore, there are severa unresolved issues
regarding stability of such amembrane.

The pore diameter of the deposited top-layer
depends on the size of the aerosol particles, which can
be controlled by changing the feed rate of metal



precursor to the flame. Since the feed rate can be
changed continuously - by changing the temperature of
the sublimation unit or the flow of gas through the unit -
also the particle size and thereby the pore diameter can
be changed continuously, which greatly facilitates the
one-step synthesis of a top-layer, where the pore
diameter is decreased to less than 10 nm from a
substrate pore size of several microns. Figure 3 shows
the saturation temperature of the sublimation unit in
such an experiment and the corresponding precursor
concentration in the flame during deposition of an
alumina top-layer. The precursor concentration is an
exponentiad function of the temperature and since the
paticle diameter depends on the precursor
concentration to the third power, a small decrease in
saturator temperature leads to a dramatic reduction of
the particle size.

The deposition is carried out in a deposition cell that
is heated to 300°C in order to obtain a thermaly
accommodated membrane layer, which is more stable
towards phase transformations during subsequent
heating. There is, however, a problem when depositing
alumina top-layers, since alumina nano-particles below
roughly 10nm in size only are of the y- ord-phase, which
is a metastable phase, i.e. not thermodynamicaly
stable. The aumina membranes, furthermore, have poor
chemical stability [1], but the synthesis method is easily
transferred to other metal oxides, so in this context
alumina serves as a model system. Other oxides such as
MgO and MgAI,O, have also been applied in the
membrane formation process.

The pressure drop across the membrane is very
uniform and the membrane will be without cracks,
because any non-uniformity in the pressure drop will be
leveled out by a temporary increase in the local
deposition rate.

Characterization

For characterization of the porous o—~Al,O3 substrate a
permeation method is used, where hydrogen, helium
and nitrogen are used as permeate gases. The mode
proposed by [3] for the gas permeation in porous
ceramic membranes has been used for the evaluation of
the structural parameters of the substrate, equation 1:

d, e=

d
F:C_)Polz_p 8RT§+ 5
AAP 3\ zM 1t R2urt
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Here, F isthe permeance, Q is the volumetric flow
rate measured at atmospheric pressure P,, | is tube

thickness, Z is the logarithmic mean area of the

membrane, AP is the pressure drop across the
substrate, M is the molecular weight of the permesation

gas, and E is the mean gas pressure in the substrate.
From permeation data, the average pore diameter,

d,and the structure parameter £/7 can be estimated

for the substrate.

After deposition, the top-layer and the substrate are
again characterized by permeability measurements. The
measured permeation flow will be influenced both by
the resistance in the top-layer and the resistance in the
substrate. The permeability data for the membrane top-
layer are therefore extracted using a resistance-in-series
model [3], where the permeation data for the substrateis
subtracted from the data from dual-layer system. The
data from the three permeation gasses (He, H,, and N,)
are normdized with their molecular weights and the
viscosities of the gasses according to:
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Figure 3: Saturation temperature of the sublimation unit and the corresponding precursor concentration in the
flame during deposition. The drop in saturator temperature give a high drop in precursor concentration resultsin
an even more significant reduction in particle size from the flame unit.
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Y=F M, oY =F M, /6 and X = PyYM;
Hi

Normalized permeation data for a substrate and the
deposited alumina top-layer can be seen in figure 4.
There is a strong linear dependence of the normalized
permegtion, Y, on the normalized pressure, X, for the
substrate. For the top-layer, the pressure dependence is
almost negligible, i.e the slope is close to zero, which
indicates that the dominant transport mechanism
through the top-layer is Knudsen diffusion.

Membr ane properties

The membranes have been synthesized using a
macro-porous o-aluminum substrate tube, and the top-
layers have primarily been made of Al,Os, MgO, and
MgAl,O, spinel. The lowest pore diameters, estimated
to be as low as 2 nm, have been achieved by the
dynamic deposition method. When depositing
dynamically, the particle size from the flame exhaust is
continuously decreased from an average particle size
around 40 nm towards particles close to or smaller than
one nanometer in size. Consequently, the membrane
layer is “closed” with smaller and smaller particles and
we have obtained membrane layers where Knudsen
separation has been achieved in the time scale of an
hour starting off with a macro porous support.

Currently, membrane layers consisting of MgO and
MgAI,O, spinel exhibits the best therma stahility,
whereas aumina membranes made of ultra-fine
paticles have very poor therma stability. Those
alumina structures are also very sensitive to humid
conditions. The poor stability of dluminais— as already
mentioned — probably caused by the fact that the crystal
phase formed by flame synthesis of alumina nano-
particles is not the most stable o-alumina phase. As a
conseguence the alumina top-layer is degraded when it
is exposed to high temperatures or water. Magnesia and
MgAl,O, spinel do not exhibit the same problem with
phase transitions, and hence are more stabl e top-layers.

Figure 5 shows a SEM picture of a membrane cross
section. The top-layer membrane is MgO on top of an
o-Al,O5 substrate. The MgO layer has been produced
using Mg(acac), as the precursor. The formed top-layer
has good thermal stability and the adhesion to the
substrate is very good. In addition, the small inserts
show the sharp interface between the top-layer and the
substrate, which is remarkable kegping the difference of
three orders of magnitude in pore size in mind. The top
view shows the very homogeneous surface once a well-
defined top-layer is formed after closing the pore
mouths of the substrate.

l -
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Figure 4: Dependenceof Y = F,\ /M, o Y=F,/M;/J onthe X = '

for al gasses

H,, He and N, together in the support and top layer after 20 minutes of alumina deposition. Teat =

138°C
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Figure 5: SEM picture of a membrane cross section.
The membrane consist of a MgO top-layer and an
Al,O; substrate. The small inserts shows the
insignificant penetration of the top-layer in to the
support and aso — from the top — a very homogeneous
surface compared with the very rough aumina
support.

Summary

The experiments have shown that it is possible to
produce membranes with estimated pore sizes down to 2
nm by controlled deposition of flame synthesized nano
particles. The MgO top-layer deposited on the macro
porous substrate has good thermal stability and very
good adhesion to the support.

The synthesized membranes are analyzed using a
two-layer membrane permeation model. The mode
assumes a mixed Poiseuille flow and Knudsen flow in
the substrate and pure Knudsen flow in the top-layer.
The modd connects the measured transport properties
of the membranes to the membrane structure. The data
used for the andysis are obtained from BET
measurements, density measurements, and by
permeability measurements with hydrogen, nitrogen,
and helium as pemeate gases. The data is then
combined to give an estimate of the pore size.

Outlook

It has aready been mentioned that one can produce
both composite meta oxides and supported catalysts by
flame pyrolysis, smply by feeding suited precursors to
the flame. Examples of synthesized composite oxides
are. MgAl,O, [6] and ZnAl,O,4 spind [7]. Examples of
produced catdysts are PUYTIO, AUWTIO, and
Cu/ZnO/AIL,Os. As a pat of an ongoing research
project, active catalyst material has been successfully
deposited on various surface materias [8]. Since both
membranes and cataysts can be prepared by flame
synthesis, the potential for making catalytic membrane
reactors seem inherent.
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Statistical Methods for History Matching

Abstract

A precise description of the physical properties of an oil reservoir can facilitate the operation of the oil
field. Traditionally, the parameters determining the nature of the reservoir are determined by laboratory
measurements and by history matching of the initial production data. In history matching logged production
data is fitted using a full reservoir simulation. This process is very time consuming even when the simulations
are carried out on powerful computers. Therefore, an alternative method to perform the history matching
or parts of this is desired. This project deals with the application of statistical methods to carry out history

matching and reservoir characterization.

Introduction

History matching is an important part of the charac-
terization of an oil or gas reservoir. It is a process
where production data from the initial stage of reser-
voir development is used to determine reservoir pa-
rameters and to predict the production in advance.
The particular parameters measured at the produc-
tion site are the injection rate, the oil production
rate, the water cut, the gas-oil ratio, the bottom-hole
pressures and others, as functions of time. History
matching involves determination of permeability, po-
rosity, relative permeabilities etc. Traditionally, full
scale simulations on computers are carried out until
the simulated production history matches the pro-
duction history from the actual field sufficiently well.
The method suffers from the fact that full scale si-
mulations are computationally hard and time con-
suming. Also, the method demands an element of
human intervention whenever parameters are adju-
sted which again makes the task of history matching
a slow process. It is the aim of this project to develop
a method which can facilitate the history matching
of oil reservoirs.

71

Specific Objectives

The specific objectives of the project are the deve-
lopment of a viable method which can facilitate the
process of history matching. The methods should ho-
nor the recorded production history from the field as
well as honoring possible geological knowledge from
e.g. test drillings or seismic surveys.

Results and Discussion

Geostatistics is concerned with the description of spa-
tially varying properties in geology and petroleum en-
gineering. In general, geostatistics provides a statisti-
cally reliable means of estimating geologic properties
of an oil reservoir from a limited number of samp-
les. A frequently used method to carry out a spatial
interpolation is the so-called kriging-technique which
uses a linear estimator of the form [1]:

N
Z0 = wo + E wiz; = wo +w’z
i=1

(1)

Here, each measurement is weighted with weights de-
termined from the so-called kriging equations.
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where Cj; is the covariance between the sampled
points and where Cy; is the covariance between the
sampled data and the estimated point. These quanti-
ties can be obtained from experimental or estimated

semivariograms.
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Figure 1: Sampled : e
Figure 2: Kriged

permeabilities.
permeability field.

History Matching with Neural Networks

From simulations in a reservoir simulator a basis for
the model building is obtained. The simulation re-
sults are used to develop statistical methods which
efficiently correlate production data with the correct
physical parameters of the reservoir. In the initial in-
vestigations a simplified oil reservoir is the basis for
simulation. Possible methods for correlation may be

B Neural networks
B Regression techniques, i.e. statistical methods

B Time series

Neural networks have already been applied to the
problem of correlating the simulated production hi-
story with some physical parameters. The networks
have been trained to estimate 3 physical properties
of a reservoir. A lot of work needs to be conducted
but results indicate that neural networks are suitable
to carry out an automated history matching.

Table 1: Estimation errors from neural networks.

Network Estimation error
1 (Porosity) -0.4%
2 (Permeability) 4.7%
3 (Geometry) 3.0%

Work with neural networks has suggested that the
processing and manipulation of the raw simulation
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data is a central point before a proper performance
can be realized. Furthermore, Integration of phy-
sical knowledge is essential when neural networks
are constructed.

Conclusion

Neural networks can be used to automated history
matching but adequate training data must be pre-
sent. Preprocessing and manipulation of the raw data
is also an essential task to be met along with the in-
tegration of physical knowledge.

Future work

Combination of the geostatistics with the history
matching is an obvious extension of the work. A me-
thod which incorporates geologic measurements with
the production history will not only be geologically
reliable but also honor the production history. Such
a model can be expected to posses better predictive
capabilities compared to models which do not honer
both the production history and the geology. The-
refore, work should be invested in development of a
method where production history can be conditioned
on the geostatistical model.

The problem of conditioning production history as
well as geological measurements on the model is ad-
dressed in [2] where a history matching method which
preserves the geological properties is developed. [3]
use a streamline based method to compute sensitivi-
ties of the the water cut with respect to the permea-
bility field. In a gradient based optimization these
sensitivities are used to match the simulated produc-
tion with the recorded history.
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Effect of Formulation I ngredients on Drying Kinetics and M orphology of
Particles Formed During Spray Drying

Abstract

In this work drying kinetics and morphology development of durry droplets are investigated through drying of
~250-355 um droplets in a Droplet Dryer. The droplets experience free fall in an eectrically heated drying tower
(Taryingar = 25-225 °C) where the water content of the droplets is determined by sampling through sampling portsin
the tower walls. Morphology is determined by capturing the droplets in paraffin oil or by investigating the dry
particles under light and scanning electron microscopy. Experimenta results for droplet drying rate (possibly
combined with effect of morphology) will be compared to mathematical models, and suggestions for increasing the
drying rate whileretaining a solid, spherical, high-densty particle with good friability will be given.

Introduction

Spray drying processes are used throughout
numerous industries for the production of easy-to-
handle, easily trangportable, storage stable particulate
solid products. Products produced by spray drying
include: Pharmaceuticals, foods, chemicals, cosmetics,
detergents, ceramics, dyes, and fertilizers[1].

Spray drying is characterised by being a unique way
of producing a particulate solid product from a solution,
dlurry or pastein asingle operation.

Studies into spray drying processes have
traditionally focused on [2]:

1. Atomisation studies, where droplet size
digtributions, feed characterigtics, atomiser design,
pressure/rotational  speed and throughput are
investigated.
Studies of gas flow patterns and droplet/particle
residence times.
Single droplet drying studies, which give
information about the development of particle
morphology and drying rate.
Mathematicall models to correlate experimental
data to smulate whole dryer performance by
predicting droplet drying rates and drying
behaviour.
Theincreased application of spray drying to produce
high value-added products e.g. for the pharmaceutical,
cosmetics or food industries, where the cost of the spray
drying stage is less important than for bulk foods such
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as milk powder, has greatly increased the focus on a
detailed understanding of the dropl et drying process.

With the introduction of computational fluid
dynamics (CFD) to simulate gas and particulate motion
in a spray dryer the interest in droplet/particle drying
rate and its effect on particle morphology has increased
further. The drying rate as well as the quality of the
spray dried product, eg. with respect to friability (i.e.
mechanical strength), flowability, bulk and particle
density, particle size distribution (PSD), low moisture
content to ensure good storage stability of active
ingredients (e.g. API's enzymes, flavours, aromas,
etc.), is greatly dependent on the particle morphology
[3,4].

The drying rate and the morphology of spray dried
dropletg/particles depend on both durry (i.e
formulation) and process conditions. For the most
common case where hot air is used to dry off solvent
water, the parametersinclude:

Formulation:

o Salid content.

o Sizeand szedigribution of primary particles
inthe durry.
Polymeric material with high molecular
weight.
Inorganic salts which may lower the vapour
pressure.
Initial droplet temperature.
Viscosity.

o



Process conditions:
Temperature of drying air.
Relative humidity of drying air.
Air/liquid flow rate.
Droplet size.

o Injection velocities of droplets.
The only way to increase the knowledge about droplet
drying and morphology development is to perform
experiments and attempt to modd the drying rate and
morphology in dependence of the parameters just listed.

O 0 OO0

Specific Objectives

The primary objective of this PhD project is to
increase the knowledge about the effect of formulation
ingredients on the drying kinetics and morphology
development in durry droplets formed by atomisation.

Through experimental work on a newly constructed
Droplet Dryer (see description in section “Experimental
setup” and Fig. 2) data will be generated, which give
information about drying kinetics and morphological
development for droplets produced from durry
formulations. A modd will be set up to predict the
drying kinetics and possibly also the morphology
development.

Experimental setup
Droplet generation

In this PhD project a new approach to durry droplet
generation has been taken. A so-called JetCutter® is
used and the droplet generation principle — sketched in
Fig. 1 —is briefly as follows (for further details please
refer to [5] and [6]):

The dlurry is passed through a nozzle of size &100-
300 um using compressed nitrogen. A liquid jet is
formed, which exits the nozzle at 5-20 m/s, thus giving
a durry mass flow rate of 0.1-0.5 g/s. A fast-rotating
cutting whed with 24-240 wires of diameter @100 pm
cuts through the liquid jet to produce cylindrical
droplets, which quickly become spherical due to the
surface tension.

The width of the droplet size distribution produced
by the JetCutter® depends on the viscosity of the slurry,
since atoo low viscosity (< ~10 mPa-s) will result in the
production of satdllite droplets, aless well-defined PSD,
and increase therisk of droplet collision intheair.

Droplet drying

Once the droplets are generated they experience free
fall into a 6 meter tall (2200 mm) electricaly heated
drying tower (see Fig. 2), where drying air of
temperature 25-250 °C is fed cocurrently with the
droplets at a velocity of 0.1-1 m/s. Through portsin the
drying tower droplet sampling for drying rate and
morphology can be performed. The dried particles are
collected in the bucket at the bottom of the tower, where
the exhaust air isled to the building ventilation system.
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Figure 1. Sketch of the droplet generation principle in

the JetCutter®.
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Figure 2: Drawing of Droplet Dryer experimental setup.

Droplet sampling

The sampling device has adiameter of 50 mmand is
constructed from stainless steel and equipped with athin
aluminium foil cup (&39 mm), which contain a thin
layer of paraffin oil. The sampling device can be
inserted into the drying tower to collect
dropletg/particles at different locations both axially and
radialy through the sampling ports. When the droplets
are sampled in the paraffin oil the water evaporation is
significantly reduced during the sampling period. The
sampling period lasts 3-60 seconds depending on where
in the tower the sampling is performed and on the water
content of the droplets.

After sampling the cups are weighed in order to
determine the mass of droplets sasmpled. The water



content of the dropletg/particles is determined by Karl
Fischer titration.

Particles are aso sampled for morphology
investigation through the sampling ports and from the
dried particles in the bottom bucket. Later, these
particles can be evaluated for friahility, e.g. by exposing
them to controlled impact and/or shearing conditions.
The mechanical evaluation of the particle friability may
be performed as described in the work of Jargensen [7],
who investigated different types of enzyme granules.

Primary particles
Slurries are produced from different types of
primary particles—aslisted in Table 1:

Table 1: Sizeand span for primary particlesto be
investigated.
T|02 A|203 A|203 Corn Wheat Rice

(Kronos (ALCAN (ALCOA starch starch starch
2044) MA2LS) CT3000SG)

Oso-pm 0.37  10.1 0.3 135 198 5.2
span 0.8 1.3 n.a 11 1.0 15
Size measurements have been performed using laser diffraction.

Modelling
A modd for the durry droplet drying taken from

Abuaf and Staub [8] is set up and solved. The model
assumes the durry droplet to dry in two phases. The
first phase is usualy termed the constant rate period
(CRP) and starts with a rapid approach of the droplet
temperature to the wet-bulb temperature. The droplet
temperature is assumed to be uniform throughout the
droplet. After the initia heat up the droplet surface is
still saturated with liquid water and the drying rate (in
kg/m?/s) is constant and is determined by the resistance
to heat and mass transfer in the gas film at the saturated
droplet surface. The droplet dries and shrinks (as
sketched in Figure 3A) asif it was a pure water droplet
with the equations for mass and energy given in Eq. 1
and Eq. 2:

dm _

dt
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where m [kg] is the mass of liquid in the droplet; ki,
[m/g] is the convective mass transfer coefficient for
water vapour at the droplet surface to the bulk drying
air; Ry [m] isthe droplet radius; P, and P,.. [Pa] arethe
water vapour pressure at the droplet surface (index i for
interface) and in the drying air bulk phase, respectively.
T, and T.. [K] are the droplet and drying air bulk
temperatures, respectively; My [kg/mol] is the
molecular mass of water, and R [Jmol/K] is the
universal gas constant. In Eq. 2 ms [kg] is the mass of
solids within the droplet (assumed constant); Cgs and Cy
[Jkg/K] are the heat capacities of the solid material and
the liquid (water), respectivdy; h [W/m%K] is the
convective heat transfer coefficient, and Ay [Jkg] isthe
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latent heat of vaporisation of water at the droplet
temperature.

Primary particles + water

Wet corewith
areceding

liquid/vapour
interface at R,

Figure 3: Modd of drying of adurry droplet during
A - thefirst phase of drying (CRP), and B - second
phase of drying.

As the drying progresses, water evaporates and the
droplet shrinks, the primary particles in the droplet will
eventualy start to touch each other. When this happens
the CRP is considered over, and the droplet/particle
shapeisnow given.

During the second phase of drying, sketched in Fig.
3B, the primary particles can compact no further, and a
dry crust is formed while a liquid-vapour interface
recedes towards the centre of the particle Heat is
conducted through the dry crust to the interface from the
particle surface, and water is evaporated and diffuses
back towards the particle surface. The diffusion of water
vapour becomes dower as the crust thickens thereby
decreasing the evaporation rate and thus giving the
alternative name for the second phase of drying, namely
thefalling rate period.

The mass balance for the second phase of drying can
be described briefly by Eq. 3 with the introduction of a
mass transfer resistance in the crust given by a
Maxwell-Stefan type diffusion, which accounts for a
flux of water vapour, which isunidirectional [8]:

My D, P In R-F
d_m_ RTave I:?I' _on (3)
dt 1 (1 1
4a"\ R, R

where Dy [m?9] is the diffusion coefficient of water
vapour in drying air; Py [Pa] is total pressure of water
vapour and air (=10 Pa) in the drying air; Tae [K] iSthe
average temperature of the crust. « [-] is the void
fraction of the dry crust, and the exponent n is a
parameter giving the relationship between the porosity
and tortuosity of the crust and assumed to be equal to 1
[8] (equivalent to straight poresin the crust). P,; and Py,
[Pa] are the partial pressure of the vapour at the inner
and outer surfaces of the dry spherica crust,
respectively (see Fig. 3B). P, is assumed to be the
saturation pressure of vapour at the wet core
temperature. R, [m] is the radius of the dry spherical
crust, i.e. the particle diameter, while R [m] is the
diameter of the shrinking wet core.

The mass transfer from the outer surface of the
droplet/particle is given by Eq. 4, which issimilar to the
one presented in Eq. 1:
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where T, [K] is the temperature at the outer surface of
the particle.

The heat to the wet particle core is transferred first
by convection from the ambient air and then by
conduction through the dry crust. Thus assuming quasi-
steady state conditions the temperature of the outer and
inner surface of the crust can be calculated following
the energy equation in Eq. 5:

T T -T dm
(n‘gdicps-’-m(t)cpl)a_ 1 RJ_R +ﬂW dt
harR? k47R R
®)

here my; [Kg] isthe amount of solid materia inside the
receding wet core; T; [K] is the temperature at the
liquid-vapour interface and therefore also of the entire
wet core; R, and R are the outer and inner crust radii of
the particle as indicated by Fig. 3B; h [W/m?/K] is the
heat transfer coefficient from the ambient air to the
outer surface of the dry crust, while kg [W/m/K] is the
thermal conductivity of the dry porous crust between R,
and R.

After setting up and solving the ordinary differential
equations for mass, droplet shrinking, and energy, the
droplet/particle mass, diameter, temperature, and crust
thickness can be tracked as a function of time given the
ambient temperature, relative humidity, and initial
droplet diameter.

Results and discussion

This section will present and discuss the
experimental and modelling results obtained from
droplet drying experiments on durries containing TiO,
primary particles of size dsp = 0.37 um.

Drying conditions

So far experiments have been performed under
similar drying conditions as indicated in Table 2. Three
dlurry formulations have been investigated, containing
29.3, 39.2, and 48.9 wt.% TiO,, respectively.

Table 2: Summary of drying conditions for the
experimentd results.

Drying air temperature 250 °C
Cocurrent air flow velocity intower 0.1 m/s
Droplet size produced (main fraction) 250-355 um

Morphology

Figures 4a-d show SEM pictures of the produced
particles. It can be seen that they are al non-spherical
and contain holes or indentations.

A cut-through particle revealing the internal
structure of an indented particle can be seen in Fig. 4d.
Theindentation is clearly not asdeep in Fig. 4d asin the
case of the 29.3 wt.% durry in Fig. 4a, and the internal
structure in the remainder of the particle in Fig. 4d
appear quite homogeneous.
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Figure 4: All particlesare TiO, durry dropletsdried in a
250 °C dry air atmosphere. @) 29.3 wt.% TiO, (0012-028).
b) 39.2 wt.% TiO, (0047-029). C) 48.9 Wt.% TiO; (0045-026).
d) A cut through a particle produced from a 48.9 wt.%
TiO, durry revealing the interna structure and the
indentation.

The morphology of the particle presented in Fig. 4d
is most likely the result of an implosion, as is suggested
by the shape and curvature of the indentation walls.

As can be seen in Fig. 4a-c the indentations seem to
be greater for particles produced from durries with
smaller initial solid fractions. This was also observed by
Liang et al. [9] when spray drying a durry of SO,
primary particles. This indicates that the small primary
particles do not alow for aliquid water trangport to the
particle surface, which isfast enough to keep the surface
wetted and thereby keep up with the evaporation [9].
When the crust starts to form, the outer diameter of the
droplet/particle is locked, while the primary particlesin
the interior remain separated by liquid [10].

Primary particles are deposited on the inside of the
crust at a constant high packing density as the water is
drawn to the liquid/vapour evaporation interface. This
theory is supported by the SEM picture in Fig. 4d,
which does not indicate any gradient in primary particle
packing through the dried particle. The water and
primary particle transport leads to the formation of a
partid vacuum in the droplet/particle centre and a
pressure difference between the void and the ambient air
arises. This will lead to a collapse/implosion of the
particleif the crust is not strong enough to withstand the
pressure difference, thus creating the indentation.

Drying kinetics

Figure 5 shows the water content in the droplets
sampled. There are some scattering in the results from
the water determination procedure, but it is clearly
possible to distinguish between the water content of the
individual experiments until a distance of approx. 3500
mm from the tower top is reached. Hereafter the water



content is so low (< 5 wt.%) that the uncertaintiesin the
water determination method dominate.
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Figure 5: Drying rate — water content in the droplets
sampled as a function of the distance from the drying
tower top. Initia droplet diameter in model is 250 pum.

By applying an initial droplet diameter of 250 um in
the droplet drying model acceptable agreement between
model and experimental results can be obtained down to
approx. 1500 mm from the top of the tower. After
approx. 2000 mm the model predicts the droplet to dry
still faster and faster. However, this is not seen in the
experiments, where the drying rate decreases as
indicated by the levelling off of the drying curvein Fig.
5.

The lower drying rate observed experimentally,
compared to the model, may possibly be explained by
the early crust formation in the experiments. This
enhances the resistance to heat and mass transfer and
also the water content in the wet core is greater than in
the modd which prolongs the drying time. This may
explain why the model fails to capture the decreasing
drying rate.

Results from durry droplet drying experiments
performed by Biittiker [11] also reveal a tendency to a
decrease in drying rate once the crust has formed.
Furthermore, the decreasing drying rate after crust
formation is supported by numerous results from droplet
drying experiments by e.g. Nesic and Vodnik [12] —
drying of colloidal silica, Ali et al. [13] — organic
pigment, and Cheong et al. [14] — sodium sulphate
decahydrate.

Conclusions and future work

A novel Droplet Dryer experimental setup is used to
investigate the drying kinetics and morphology of ~250-
355 um durry droplets with initia solid fractions of 30,
40, and 50 wt.% TiO, at an ambient drying air
temperature of 250 °C.

The morphology of the dried particlesis investigated
using Scanning Electron Microscopy. The SEM pictures
show that all the particles produced have an indentation.
The size and shape of the indentation supports the
theory that the particles implode as aresult of a pressure
relief between a sub-atmospheric pressure in a void
formed in the particle centre and the ambient pressure.
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Thevoid is formed during the 2nd phase of drying when
primary particles suspended in the particle core are
deposited and pack at a higher density at the inside of
the receding liquidivapour interface. A larger
indentation is observed for particles produced from a
dlurry of lower initia solid fraction.

Experiments are conducted to determine the drying
kinetics of the droplets while they experience free fall
down the length of the drying tower. The experimental
results are compared to a model developed by Abuaf
and Staub [8] and fairly good agreement is seen thefirst
approx. 1500 mm from the tower top. The model does
not take into account the early formation of a crust
while the water content of the wet core is till close to
the initial water content of the droplet. This may
possibly explain why the model fails to capture the
decreasing drying rate observed in the experimental
results after approx. 2000 mm from the drying tower
top.

This is an on-going work, where future experiments
among other things will include changesin the
drying air temperature,
slurry formulation composition e.g. with respect
to solid content and size of primary particles.

Further modelling considerations will be done to
simulate the drying kinetics observed during the
experiments. The PhD project of Jakob Soth will
continue the work described here and furthermore cover
the aeas of thermal enzyme deactivation and
investigation of more complex formulations.
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Numerical Simulation of In-Situ Combustion

Abstract

In-situ combustion is the process of injecting oxygen (or air) into oil reservoirs to oxidize the heaviest
components of the crude oil and enhance recovery through the heat and pressure produced. Although
technically and economically attractive, in-situ combustion has not yet achieved widespread commercial use
mainly due to a limited mechanistic understanding of the process and the lack of numerical simulators to
predict field performance. Thus, the motivation for addressing in-situ combustion is the current (i) lack
of process understanding, (ii) lack of mechanistically accurate simulation models and (iii) lack of efficient
numerical methods to resolve the multiscale phenomena in in-situ combustion processes.

Introduction

The world continues to rely substantially on petro-
leum fossil fuels as a primary energy source. While
the number of new discoveries of petroleum reservoirs
decreases, the need to produce the known reservoirs
more effectively increases. The in-situ combustion re-
covery process, in which oxygen is injected into the
reservoir, has great potential in aiding to meet this
requirement.

Process Description

In-situ combustion is the most complex of the enhan-
ced oil recovery processes as it combines mechanisms
of many of the other recovery processes [1]. The oil in
the reservoir is ignited near the injection well (in for-
ward combustion) either spontaneously after oxygen
injection or by external means. The displacement is
governed by several different mechanisms:

e The temperature increase caused by combu-
stion increases the mobility of the oil.

e Vaporization of connate water forms a steam
zone acting as a steam drive.

e Vaporization of a portion of the crude oil may
form a miscible displacement.
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e High-temperature combustion products may
form an in-situ CO5 flood.

Saturation — 5

Temperature — 5

Distance ——>

Figure 1: Characteristic regions of an in-
situ combustion process. Qualitative tempe-
rature and oil and water saturation profiles
are shown.



As seen from Figure 1 a number of characteristic regi-
ons can be identified in an in-situ combustion process:

1: Burned zone. The burned zone contains injec-
ted oxygen (or air) and possibly a residue of
burned fuel. Due to heat losses, the tempera-
ture increases downstream until the location of
the combustion zone is reached.

2: Combustion zone. Injected oxygen and fuel re-
act generating heat and combustion gases.

3: Vaporization zone. Light components of the
hydrocarbons are vaporized and transported
downstream.

4: Steam zone. In-situ generated steam condenses.

5: Hot water bank. Condensation of the steam re-
sults in a hot water bank.

6: Oil bank. Oil bank is displaced by the hot water
bank.

7: Initial zone. The zone still unaffected by the in-
situ combustion process.

Mathematical Formulation

The governing equations for in-situ combustion can
be derived from the conservation of mass, momen-
tum and energy. For the flow of a component 7 in n,,
phases the continuity equation is written as:

a np np
En ¢ wigpjsi| =ai— V- | Y wipiug| (1)
j=1 j=1

in which ¢ is the porosity, s; the phase saturation, p;
the phase density and w;; the mass fraction of com-
ponent ¢ in phase j. g; represents sources and sinks.
The phase velocity is given by Darcy’s Law:

Kk
1

u; = (VP — pjgVD) (2)
in which P; is the phase pressure, D the depth, pu;
the phase viscosity and k,; the relative permeability
of phase j. When considering a thermal recovery
process, the energy conservation equation must be
included. When neglecting kinetic energy, potential
energy and viscous dissipation, the energy equation

may be written as:

0

o7 | (L= Do CT +6 hipss; | =

j=1

N . (3)
V& VT =V Y hjpjus | + > AHr;
j=1 i=1
in which h; is the enthalpy of phase j, r; is the kinetic

expression for the ith chemical reaction with corre-
sponding reaction enthalpy AH; and, finally, p,., C,
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and k, are the density, specific heat and conductivity
of the reservoir rock, respectively.

Modelling the complex physics of in-situ combu-
stion is indeed nontrivial. Some of the major model-
ling challenges include (i) modelling of both high and
low temperature combustion reactions, (ii) coupling
between chemical kinetics and phase equilibria and
(iii) accounting for heat losses to the rock formation.

From a numerical point of view, in-situ combu-
stion simulation poses many interesting challenges.
The presence of slow and fast phenomena in in-situ
combustion leads to a stiff set of equations requiring
special solution techniques. Also, resolving the sharp
temperature changes around the combustion front re-
quires a fine mesh. In other regions with more gra-
dual temperature changes a coarse mesh will suffice.
Thus, adaptive mesh refinement should be used kee-
ping a fine mesh resolution in the combustion zone.
Finally, excessive computation times call for paralle-
lization of the code.

Conclusion

The purpose of this Ph.D. project is to improve the
current state of in-situ combustion models as well as
to develop efficient numerical methods for simulation.
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Combustion M echanisms Using Waste as a Fuel in Cement Production

Abstract

The aim of this PhD-project is to investigate combustion mechanisms of waste when used as a fuel in the
cement production. In particular the study is focused on combustion mechanisms of lumpy fuels when fired in the
Hotdisc-unit developed by F.L. Smidth. The study is composed of four main components. Literature study,
mathematical modeling, pilot scale/laboratory scale experiments and full scale measurements on industrial scale. A
combination of the four el ements should contribute to further development of the Hotdisc unit and to create further
knowl edge regarding the combustion mechanisms of lumpy fuels.

Introduction

The production of cement clinker is a very energy
intensive process that traditionally has been depended
on coal, oil and other resources of fossil fudl. The use of
waste as a fud in kiln-systems for cement production is
an economically and environmentally feasible way to
get rid of waste and replace non-renewable fossil fuel.

In the recent years, the use of waste in cement
production has increased. Approximately 12% of the
total fuel-usage in the production of cement is covered
by use of waste in the EU. In Germany this figure has
increased from 4% in 1987 to 30% in 2001. At some
cement-plants more than 90% of the fuel-usage comes
from waste. The different kind of waste employed at
this moment in kiln-systems for cement production, are
used tires, municipal waste, plastics and biomass [1]. In
the future, it is expected, that the ability to use waste as
fud in the cement-industry will become even more
important.

The advantages of using waste in the cement production
ae

The residual ash formed during combustion is
incorporated into cement. This is classified as
reuse by EU, whereas ash formed in traditional
waste incineration plants is classified as
disposal [2].
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e The price of the fue (waste) is cheaper than
conventiona fossil fuels and sometimes the
price is negative, i.e. the cement manufacturer
ispaid toreceive the fudl.

The utilization of waste in the cement industry
creates further research in the areas of
environmentally and economically utilization
of waste.

The Hotdisc-technology, which is developed at F.L.
Smidth A/S, is used for combustion of lumpy wastes in
the cement-industry. Figure 1 shows a schematic
drawing of the Hotdisc-unit, which consists of a rotating
plate in a combustion chamber, at which the combustion
of the waste takes place. The waste is admitted to
rotating disc together with preheated atmospheric air
(Tertiary air, 850-900°C) followed by subsequent
ignition and combustion releasing the energy for
cacination of the limestone, which is a major
component in the cement manufacturing process:

CaCOs(s) — CaO(s)+CO; (g)
AH=1782 kJ/kg CaCO;



Waste Inkat

Rotating Dise
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Figure 1 — Schematic drawing of the Hotdisc

This endothermic reaction is the most energy
consuming process in cement kilns, which uses
approximately 65% of the fired energy input [3].
Different elements in the waste, as Fe, Al and Si, are
implemented into the cement in their oxidized forms
(F&03, Al,Os, SIO,). Waste and ashes, which is not
burned completely at the Hotdisc enters the
conventiona system for calcination.

At the end of the disc the remaining solids are
transported to the conventional part of the kiln system.
An important feature of processing waste in a cement
kiln is the high residence time at high temperature,
which ensures a complete conversion of polluting
organic species. Thisissue has been of major concern in
conventiona waste incineration.

Specific Objectives

The aim of the ongoing industrial Ph-D study is to
create knowledge to further develop the Hotdisc process
and other applications for use of waste in cement
production. The knowledge should be based on
scientific methods. In particular the project is focused
on the combustion mechanisms of waste, which include
a detailed scientific description of the different stagesin
the combustion of the solid fuel and furthermore a
scientific approach should be applied in order to
understand the formation of inorganic pollutants, i.e
NO,. The four main components of the PhD study are as
follows:

Literature study

Mathematical modeling

Pilot scale/ laboratory scale experiments
Full scale measurements

Burning Material
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Furthermore, a successful project should contribute to
the earning of F.L. Smidth A/Sin the feature and to help
to ensure the position of F.L. Smidth as one of the
leading companies in the world supplying solutions to
the cement industry.

Furthermore it is expected, that the share of cement
factories utilizing waste will increase in the future due
to tighter legidation, which aso demands that a good
knowledge in the field of waste utilization is present in
F.L. Smidth.

A successful project should also contribute with positive
benefits for the society in genera. In Denmark a
successfully project should contribute to a high level of
knowledge within the fidd of waste utilization, which
eventually could lead to the formation of new firms and
jobs. Globally, the utilization of waste in the cement
industry replaces fossil fuel and creates increased
research in the field of waste utilization induced by the
free market mechanisms.

Results

The first step in the combustion for a lumpy piece of
fud is pyrolysis (or devolatilization), where the fue
rel eases its volatile components (e.g. gasses and tars). If
oxygen is present in sufficient amounts, the volatiles
may burn in a flame front above the pyrolysing fuel.
Pyrolysis has been widely studied in connection with
pulverized coal combustion of small particles, where the
chemical kinetics is the rate controlling step. However,
a dgnificant difference exists for large particles,
because also mass, heat transfer and effect of secondary
reactions must be included to interpret the pyrolysis of
thick particles. A series of experiments are performed in
order to eucidate the fundamenta aspects of flaming

pyrolysis.

Thick pieces (5-20mm) of tread rubber for trucks were
cut into desired shapes and placed into a specidly
designed holder, where the sample was insulated on all
sides except the upper side, as shown in figure 2.



Top view

_
% 110 mm
.
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>15mm

Figure 2 — Schematic drawing of holder used
for flaming pyrolysis experiments

The holder containing the insulated solid fuel sampleis
placed in a hot chamber with a specified temperature
and oxygen concentration. The sample is observed and
the time when the flame extinguishes is referred to as
the time of flaming pyrolysis, i.e. the time when the
release-rate of volatile gasses is not sufficient to
maintain a flame or no more volatiles are present in the
solid fud.

1000 —
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Figure 3 — Results for rubber and pine at 955°C and 9
Vol % 0O,
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The graph shown in figure 3 shows the time of flaming
pyrolysis as a function of initial thickness of the
specimen at 955°C and 9 Val.% O, for pine and tread
rubber. It is observed that the time of flaming pyrolysis
increases linearly with size and that pine volatilises
faster than tread rubber. To analyze the obtained results,
mathematical models should be devel oped to eucidate
the rate controlling mechanisms.

Conclusion

The current industrid PhD project deads with
combustion mechanisms of waste with regard to usage
as a fud in the cement industry. The project is
composed of four main dements. Literature study,
mathematical modding, pilot scale/laboratory scale
measurements and full scale measurements, which all
should contribute to an overall understanding of the
combustion mechanisms of waste when used asa fuel in
cement production.

Until now, the project has among other subjects dealt
particular with combustion mechanisms prevailing on
the industrial Hotdisc unit developed by F.L. Smidth.
As a gtarting point, smple experiments are performed in
order to analyze the characterigtics of flaming pyrolysis
of thick particles of tread rubber and pine. The results
show that the time of flaming pyrolysis for thick
particles of pine and tread rubber is significant and in
the order of 100-1000 seconds.

Refer ences
1. Smith, I. Co-utilization of coa and other fuds in
cement kilns. IEA Clean Coal Centre, August 2003.

2. Chanddle, JM., Vdorisation of waste in cement
kilns, World Cement, 75, November 2003.
3. Andersen, P.S., Cementfabrikken (In danish). F.L.

Smidth, January 1981.






Thomas Ricco @lholm Larsen

Address: DPC, Dept. of Chemical Engineering,
Building 423, Technical University of
Denmark
Phone: +45 4525 2974
Fax: +45 4588 2161
e-mail: tol @kt.dtu.dk
WWW: www.polymer.dk
Supervisor(s): Martin E. Vigild
Tom L. Andersen, Risg
Ph.D. Study
Started: January 2004
To be completed:  January 2007

Tribological Properties of Polymer Based Composites when Dry-Sliding
Against Metal Counterfaces

Abstract

Polymer based composites are a class of materials which isbeing used increasngly for purposes where friction and
wear are important properties. Beside beneficial properties such as a high strength to dendty ratio and chemical
resistance, polymers generally also have a low coefficient of friction even when dry-diding againg metal
counterfaces. Thisis due to self-lubricating properties which can be utilized in systems where lubricants such as oil

or grease should be avoided.

Introduction

Tribology is the science of friction, wear and
lubrication of interacting surfaces in relative motion [1].
Polymer based composites (PBC) are a class of
materids, which is being increasingly used for purposes
where friction and wear are important parameters [2].
Examples of this are gears, seds, rollers, tank track
pads, bearings, brakes and artificial joints. PBC are
often preferred to other materials because of their easy
processability, high strength to density ratio, chemical
resistance and generally low coefficient of friction [3-4].
Furthermore, some PBC have sdf-lubricating
properties, which make them an excellent choice for
systems where addition of lubricants such as oil or
greaseisinexpedient [5]. The dry diding ability of PBC
decreases the need for maintenance and the risk of
emergency dliding conditions, which are seen in the
case of metals, when lubricating systems fail [6].

Despite of the increasing use of PBC, the
knowledge on their tribological behaviour are largely
empirical and have limited predictive capability. Thus,
there is a need for a better understanding of how
different designs and compositions of PBC affect their
tribological properties[2].

The tribological behaviour of polymeric materials
have frequently been optimized by reducing adhesion to
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the counterpart and improving the mechanical properties
e.g. hardness, toughness and <iffness. This has
traditionally been done by adding solid Iubricants, e.g.
PTFE (polytetrafluoroethylene) or graphite flakes,
different strength giving fibers, e.g. carbon, glass and
aramid fibers [7], or inorganic microscale particles e.g.
CuO, PbsO4 and TiOs,. [4].

Results regarding the ability of inorganic nanoscale
particles to optimize tribological properties of PBC have
been published recently [8-14]. The mechanism behind
this optimization is not entirely understood, however, it
seems to be the case that such particles in some cases
promote adhesion of a transfer film to the counterface,
which reduces wear and often dso friction.
Furthermore, a unique feature of nanoparticles is their
ability to increase toughness and  diffness
simultaneously [15], which is a desired property
combination according to basic tribological models [16-

17).

Objectives

The aim of this study is partly to produce a PBC
with excellent tribological properties when performing
in a well defined system, and partly to examine new
materiadl combinations and thereby contributing with
new knowledge in this area. The choice of polymer
matrix, solid lubricant and reinforcing fibersis based on



a literature review. Given these components, the focus
of this project will be on an examination of how, and
why, addition of nanoscale CuO particles influence the
mechanical and tribological properties.

M ethods

The tribological properties of the produced
composites will be tested on atribotester build on DTU
for the purpose. This equipment is of the Pin-On-Disk
typewhich isillustrated in figure 1.

Tribotester seen from the top:
Weights, which together with the
arm give the load

Composite pin, locked into the arm.
rubbing against the steel disk

Force transducer, keeping the arm in place,
and measuring the frictional force

Steel disk, rotating clockwise

Arm, which can move freel

up, down and to the sides

Tribotester seen from the side:

—=— Weigth holder
Arm
—=— Weigth
Compos*te i o
Plﬂ\\
Steel di Skms—
I
Tabel—=—-
Motor axes

Figure 1. Theprinciple of a Pin-On-Disk tribotester.

The coefficient of friction is obtained by knowing the
load, given by the weights, and the forces collected
from the force transducer. A wear rate can be obtained
by measuring the weight loss of the composite pin asa
function of time.

The mechanical properties of the produced composites
will be examined mainly by tensiletests. Information
about the microstructure of the composites, wear
mechanisms and the appearance/morphology of transfer
films on the counterface will be examined by different
mi croscopic methods such as optical, SEM and TEM.
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| nput Multiplicity in Distillation

Abstract

The influence of pressure dynamics upon distillation control appears not to be well understood in the open literature,
as contradicting statements concerning the importance of pressure control on binary digtillation are found. In order
to minimize energy consumption it is recommended to run columns a the minimum pressure; however, if the
column pressure is controlled, ingtability may still occur. In this paper input multiplicity is shown to occur in the
separation factor for increasing vapor flow rate through theoretical analysis, simulation and an extended series of
experiments. This multiplicity is relevant for control structure selection and pressure dynamics, i.e. for where to
place sensors in digtillation columns for controlling pressure. The input multiplicity can be explained by two
opposite effects; the first one comes from the well-understood effect of the changing the slope of the operating lines,
while the second is due to the effect of pressure on the equilibrium curve. The results from the experiments verify
the existence of the input multiplicity. It is concluded that controlling column pressure at one end of the column may
be crucial to column stability when both product purities are controlled in a decentralized control structure.

Introduction rates and molar flow rates. This type of output
Didtillation is by far the most widely used industrial  multiplicity was experimentaly verified by Kienle et a.
separation technique. In chemical production and (2) and Koggersba et a. (3). A possible dynamic
refinement  plants energy integration provides a  consequence of input multiplicity is the occurrence of
significant potential for energy saving. However, the right half plane zeroes, which in case of multi-loop
increase in complexity caused by the introduced control may give rise to unstable closed loop behavior.
couplings may change plant characteristics drastically  Thus to facilitate selection of control configuration it is
and thereby have significant impact on operability and most relevant to investigate also this phenomenon for
on control configuration selection for the plant. The conventiona binary ditillation.
study of a heat integrated distillation pilot plant reveals The purpose of this paper is to investigate the
some general characteristics of energy integrated possible occurrence of input multiplicity, which will
digtillation plant. The characteristics of interest are influence the sdection of control structure. Fist the
those, which affect the operability of distillation plants.  anaysis of the possible input multiplicity is given. Then
Here two steady states aspects are pertinent for binary  simulations were carried out in order to reveal the

digtillation: phenomenon behind the multiplicity. Thereafter
Output multiplicity: The existence of multiple steady  experimental  verification of this multiplicity is
state outputs when the inputs are specified constant. undertaken.
Input multiplicity: The existence of multiple steady
state inputs when the outputs are specified constants. Description of the pilot plant
The dynamics consequence of output multiplicity is the Figure 1 shows a schematic of an energy integrated

occurrence of open loop unstable poles, which must be  digtillation plant suitable for separating a mixture of
stabilized through control. This phenomenon has been  methanol and isopropanol with a little impurity water.
investigated theoreticaly by Jacobsen and Skogestad The plant consist of a distillation column, a
(). They found that output multiplicity for binary thermosiphone reboiler, a totad condenser and a reflux
digtillation might arise from singular points in the drum. The column has 19 sieve trays. In order to reduce
nonlinear conversion between mass or volumetric flow  energy consumption, the reboiler and condenser are
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energy integrated through a heat pump. The heat pump
transfers the energy released from the condenser to the
reboiler. The experimental facility is located at the
Department of Chemical Engineering at the Technical
University of Denmark.

Ontray 1,5,10, 15and 19 PT100 temperature sensors
are located in the liquid hold-up. In combination with
pressure measurements (located in the column bottom,
on tray 10 and in the column top) the temperature
measurements are sued for concentration estimates. All
flows in and out of the system and the reflux flow rate
are measured on a mass basis. Feed, bottom product,
and didtillate are sampled manually at each steady state
for later gas chromatography anaysis.

= %evo

<
D€
Expansion valve

Superheating

Distillation column

Receiver

Air coolers

)

Figure 1. The flow sheet of the heat integrated pilot
plant

The heat pump has an expansion valve (Exp. Vave)
which throttles high pressure liquid Freon to a lower
pressure (P) suitable for evaporation in the condenser.
After the condenser there is a control valve (CV9) by
which the freon vapor flowrate can be manipulated.
After superheating the vapor the compressor elevates
the pressure to a high pressure (Py) suitable for
condensation in the reboiler. A smal part of the
condensation takes place in a secondary condenser,
which by a cooling water circuit in connected to a set of
air fan coolers. The cooling rate can be manipulated by
the contral valve CV8, thus controlling Py. Through a
storage tank (Rec) and the super heater heat exchanger
the Freon circuit is closed at the expansion valve.

The basic control configuration for the plant is as
follows: the column pressure and column vapor flow are
control by Multivariable Sdftuning  Control
(MIMOSC). The accumulator level is controlled by
reflux flow rate L and reboiler level is controlled by
bottom product flow rate B. The concentration profile is
retained in the column by maintaining the internal
profile at tray 15 at x;5=0.75 by manipulating ditillate
flow rate D.
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Model analysis

The mixture of methanol and isopropanol with a
little impurity water has equilibrium property that
separation decreases with increasing pressure.

From a model andysis five degrees of freedom are
obtained, where two are designed to control the decanter
and reboiler levels. Then for determining steady state
three degrees of freedom remain. Here distillate flow
rate D, high pressure Py and low pressure P. on the heat
pump section are used for andysis of the control
structure selection as actuators. Assume that didtillate
flow rate D is a manipulated variable for controlling the
top composition. There remains two controlled
variables, bottom composition and column pressure
with the two manipulating actuators, high pressure Py
and low pressure P.. In this discussion these two loops
are assumed decentralized controlled, i.e. the loops are
independent. Suppose first that column top pressure is
controlled. Now, if suddenly the bottom purity is
decreased due to a disturbance, then the controllers
would increase Py and decrease P in order to increase
the vapor flow rate while keeping the condenser
pressure constant. The increased internal flows enhance
the separation and this way disturbance should be
rgected. But in addition this increase results in larger
pressure drop across the trays such that pressure on the
lower trays is increased, and this results in reduced
separation capability on these trays. If the internal flows
are relatively high then the variation of these will have
relatively small direct impact upon the separation but
large impact on the pressure effect such that the
pressure on the lower trays increase hence the reative
volatility is reduced and the bottom purity is decreased
further. In this case the process may actually ill be
ungtable even though "column pressure’ is controlled
since adecentralized control structure isused.

Now let us analyze the process in the same situation
except that the pressure in the reboiler is controlled
instead. If the bottom purity is decreased due to some
disturbance then again Py will be increased and P_
decreased such that the vapor flow rate is increased but
now the reboiler pressureis kept constant. As before the
increased internd flows enhance the separation,
however, if these flows are relatively large the effect
may berdatively small. Dueto the increased vapor flow
rate the pressure drop across each tray is also increased
as before, but since it is now the bottom pressure which
isfixed, thisresultsin areduction of the pressure on all
trays above the reboiler, hence this reduction resultsin a
higher reative volatility such that the separation
capability is further improved. The two effects are no
longer opposing and therefore the process remains
stable even if the pressure- drop effect dominates the
effect of theinternal flows.

In concluson for any real digtillation column where
the separation increases with decreasing pressure the
conflict between interna flows and column pressure
potentially exists. The above analysis shows that for
such systems operated at higher purities it is necessary
to control column pressure and this pressure should



preferably be measured in the reboiler. This analysis
was performed on our example of a distillation column
with the actuators that are specific for this column. But
itisvalid for any column for which the boil-up flow rate
and column pressure are indirectly manipulated by the
heat input into the reboiler and the coaling rate in the
condenser, and this is the case for the mgjority of
digtillation plants.

Simulation study

From the above model analysis, this conclusion can
be obtained that a possible dynamic consequence of
input multiplicity exists, which could be the occurrence
of right haf plane zeroes which in case of multi-loop
control may give rise to an unstable closed loop
behavior. Thus to facilitate selection of control strategy
and configuration it is most relevant to investigate also
this phenomenon both for conventiona binary
digtillation and for energy integrated distillation pilot
plant.

Kaggersba (4) showed by simulations that the
development of the real part of the right most
eigenvalue when varying boil up under two point
product composition control for different pressure
control schemes. The three pressure control schemes
simulated weree No control of column pressure;
Pressure control of top tray pressure; Pressure control of
bottom tray pressure. The initial operating points of the
simulation are ligted in Table 1 and results are shown in
Figure 2.

Table 1. Initial operating condition for the smulation

Real part of eigenvalue

7 10 13 16 19 22 25 28

Reflux flow rate ( L/min)

31 34

Figure 2. Real part of the eigenvalue of the plant
model plotted as a function of the reflux rate. Xp
controlled by D; Xg controlled by Py (corresponding to
Qp). (Data from Koggersbal [4]). o - No control of
column pressure; o — Pressure on top tray controlled;

A - Pressure in thereboiler controlled

Experimental plan

Four experiments (5) have been carried out to
investigate the presence of an input multiplicity. The
four experiments were carried out with measuring feed
flow rates given in Table 2. Column top pressure was
controlled in all three experiments. Set points for this
|oop were 100kPa. For the fourth experiment carried out
on January 2003, both the top pressure and bottom
pressure control were carried out; at the end of top
pressure control, the pressure control was changed such
that the bottom pressure was controlled. The
composition profile was fixed at an interior point within
the column. Therefore the estimated methanol mole
fraction at tray 15, XPTT15, is controlled by
manipulating the ditillate flow rate D. The effect of
shifting the pressure control point and thus changing the
separation should best be seen in the composition of the
bottom product, since the concentration profile is
“fixed” at tray 15 (set point 0.75).

Table 2: Thefeed flow rates for the four experiments

Pr(ekssaj)re Feed Flows Purity
P.=1070 | F15=1.0 (I /min) 2;25‘2? X=0.93
PL=501.8 | Xrweon=0.495 (If/ﬁho) X5=0.025
P=760 | Themo. | LD=23.1

P=713 | Xu0=0.01

The simulations showed for increasing bail up rate, that
when both product compositions were controlled (after
having changed the boil up in open loop), eigenvalues
with positive real part eventually occurred in the case of
column pressure floating and for top pressure
controlled. Thereal parts of the eigenvalues, in the case
of bottom pressure controlled, however remained
negative. The experimenta plan is to investigate this
input multiplicity.

Name February | October | November | January
2000 2000 2000 2003

Feed

flow rate

<8t point 0.066 0.070 0.110 0.12

[tons/hr]
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The means and standard deviations of the measured
values and the time period were recorded for the
individua steady states obtained during these
experiments.




Experimental results

The separation, which can be obtained with any
particular separation process, is indicated by the
separation factor. Since the object of a separation
column is to produce products of differing
compositions, it is logica to define the separation factor
in terms of product composition. The inherent
separation factor is:

XMeOH%
_ Xiso—Pr OH,D (1)

s
C\eoH iso-ProH — X
MeOH%
Xiso-ProH B

The separation factor reflects the differences in
equilibrium compositions and transport rates due to the
fundamental physical phenomena underlying the
separation.

For the top pressure control, the inherent separation
factor was four calculated and shown in Figure 3 for all
the experiments in the heat integrated distillation pilot
plant. From Figure 3 the input multiplicity became more
and more clearly as the feed flow increased from 0.066
to 0.12 (ton/hr) shown in Table 1. Both the top and
bottom pressure contral is shown in Figure 4. The input
multiplicity is clearly indicated in Figure 4 for both the
top and bottom pressure contral.

3000

T T
5 | | |—%—October 2000
F | | |—&—Nobember 2000
e e A T & February 2000 [
[ O January 2003

2000 |

1500 |

1000 |

Inherent Separation Factor

500 L
6 11 16 21
Reflux Rate (I/min)

Figure 3: Inherent separation factor vs. reflux flow rate
at top pressure control for the four input multiplicity
experiments

1400
1200
1000
800
600

Separation factor

6 11 16 21
Reflux flow rate (L/min)

Figure 4: Inherent separation factor vs. reflux flow rate

at both top pressure control and bottom pressure
control for the input multiplicity experiments on
January 2003

Conclusions

The didtillation column pressure dynamics is
investigated reveal influence upon didtillation column
control configuration. Phenomenological analysis and
simulation results reveal a posshility for input
multiplicity in a heat integrated distillation pilot plant.
Experiments were carried out with two control
structures, i.e. top pressure and bottom pressure control
structures. The results from these experiments verify the
existence of the proposed input multiplicity at top
pressure controlled structure that match the simulation
results by Koggersba (4). This conclusion can be
obtained from the experiments that the bottom pressure
control gructure is to be desired compare the top
pressure control structure because of the high separation
factor. The practica relevance of these findings is that
suitable control configurations and strategies can be
sdlected to deduce the possibility of performance
degradation due to these phenomena. The findings also
show that attention from the process design community
should be drawn to this field of research, since it is
driven by changes in operability and stability resulting
in performance reducing behavior, which is brought
about by these phenomena. The results with control of
pressurein thetop of the digtillation column indicate the
existence of the proposed input multiplicity. The
phenomenological analysis suggests for mixtures where
the separation improves with decreasing pressure that
pressure should be controlled a the bottom of the
digtillation column. The experimenta results with
control of bottom pressure indeed showed a higher
separation factor, but aso indicated presence of the
input multiplicity.
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New Equation of State for Electrolytes

Abstract

The aim of the project is to develop a new equation of state for eectrolytes over wide range of temperature and
pressure, which is simple to implement. Several successful theories have been studied such as Poisson-Boltzmann
equation theory, Integral Equation theories, Perturbation theories and Fluctuation theory from the literature about the
dectrolyte solution. The development of several eguations of state for eectrolytes is also studied. Among the
equation of state for eectrolytes, the equation of state from Mayer, Sandler and Wood has been studied in details
and implemented. Based on the performances of Mayer, Sandler and Wood's equation of state, improvement will
be made and new term will be introduced to substitute the old terms. The computational results from Mayer, Sandler
and Wood have been reproduced to validate the performance of the EoS. Later the equation will be applied to a new
test system to further study its performance. An andytical andysis of the difference between the results from the
simplified Debye- Hickel theories and the simplified Mean Spherical Approximation has been conducted. The
comparison is based on the excess Helmholtz free energy.

Introduction coefficient model. Activity coefficient models however
Oil and Gas production in the North Sea involves  lack the ability to describe the gas phase properties and
transporting complex mixtures of oil, gas and formation  need to be combined with cubic equations of state in
water over large distances. Crude oil and natural gas order to describe such properties. In order to describe
consist mainly of hydrocarbons of varying molecular  the phase behavior of complex mixtures of ail, gas,
size, acetic acid and carbon dioxide and various water, and minerals, the activity coefficient model
amounts of dissolved minerals such as sodium chloride, approach can be expanded to encompass a proper
calcium, barium, strontium sulfate and carbonate. In  description of the gas phase or the cubic equation of
order to avoid problems such as clogging of pipesdueto  state can be expanded to encompass a proper description
the formation of gas hydrates, wax, minerals or other  of the liquid phase. The second approach is chosen and
solids, it is necessary to be able to predict the phase the challenge addressed in this project is to develop an
behavior of such mixtures. To avoid the formation of  equation of state that also includes components such as
gas hydrates, additives like methanol or MEG (Mono  mineras and sour gases. Some preliminary results from
Ethylene Glycol) can be added to the gas-oil-water the literature study about the eectrolyte solution
mixture. Sdts and acetic acid will however accumulate  theories and models are presented. An anaytica
in the water/MEG phase and with time mineras will  analysis of the difference between the results from the
precipitate from this phase. Some acetic acid and carbon  simplified Debye- Hiickel theories and the simplified
dioxide will remain in the gas phase where it will cause  Mean Spherical Approximation has been conducted.
corrosion in connection with condensation in the top
part of the pipe. Today it is possible to perform
equilibrium calculations for complex mixtures of Myers, Sandler and Wood Electrolyte EoS
hydrocarbons and various production chemicas. It is
aso possble to separately perform equilibrium  Myers and Sandler’'s Electrolyte equation of state is
calculations with agueous solutions of minerals and intended to be developed for the systems more general
non-electrolytes, usually done by use of an activity than just containing hydrocarbons, water and salt and
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over wide ranges of temperature, pressure and
composition.

Use the property of a state function; we get the
expression for thetotal change in Helmholtz free energy

to form the el ectrolyte system:

ATV, n)}- ATV, n) = DN AAR 4
B I

AA\:h(g);rn+ AACOU

where n is the vector of the number of moles of each
component of the mixture, and A'®™ is the Hemholtz
free energy of an ideal mixture.

Peng-Robinson term The Peng-Robinson term is given

by
PR _an v+c+(1-+/2)b
AR (T’V’n)_zﬁbln(v+c+(l+\/§)b}
+nRTIn( J
v+c—b

In this term, a volume trandation parameters ¢ has been
introduced here for the Peng-Robinson EoS. This single
parameter can improve the volumetric predictions of
Peng-Robinson EoS significantly.

The mixing rules used here are the van der Waals one-
fluid mixing rules:

a=> > xx,/aa 1-k;),b=>" xb andc=>"xc,
i j i i
where k; is the binary interaction parameter. It is the

only adjustable parameters in the model.

The parameters for pure compound water and ions are
calculated in the following way:

8,0 =1.269440-0.89381Tr +0.16937Tr 2

b, o =15.6345+6.14518Tr - 5.2795Tr 2

Ch,0 =-2.7227+11.4201Tr - 6.0157Tr 2,
Tr=T/Tc,

‘water

Bon = Bon” T8 1T,
h 2)

on 1

c. =00

on

The a,"s a,,? and b,.® arefitted constant which are

different for different salt.

Born contribution The free energy required to
discharge ions in vacuum is calculated by the equation
proposed by Born.

(T,V,n):—Mz

0 ions O-i

r.]i Zi2

E_Born
The free energy required to charge an ion in a medium

of eectric constant € is cdculated by the eguation
proposed by Born.
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nz?

Born
g

N, 5

0€ ions O-i

(T,V,n)=

The Born eguation provides a means of calculating
salvation free energies of ions in water. Born
contribution has no effect on the ion activity coefficients
but affect the water activity. Note that the Born equation
provides good predictions of the free energies of
hydration for most systems, it fails at very low solution
densities. The reason for this is that the Born equation
ignores the compressibility of the solvent.

Coulomb contribution The additiona Helmholtz free
energy change due to the Coulomb interaction between
ions is cdculated through the simplified mean spherical
approximation (MSA).The simplified common ion-size
solution of MSA has been employed by Myers et. al.. It
is derived under the assumption that all ions have the
same average diameter 6. The average diameter ¢ can
be calculated through various mixing rules and here the
conventiona linear mixing rule has been adopted. The
expression of the Hemoholtz free energy is given by:

{l+31“0},
2
r= zi 1+ 20 -1

(o}

where o, =+ IT,

_ 2r°R1V
37N &,

ACOul —

e2 2
wherex =

N3 z
o= 1o,

ggol ” V' ions
ions

an
/%

I' isthe MSA screening parameters and x is the Debey
screening length ( ' — /2 a infinite dilution). e is
the electronic charge, k isthe Boltzmann’s congtant, € is
the relative permittivity of the medium, g, is the vacuum
permittivity, z is the valence and o; is the diameter of
speciesi, where g®@and 5@ are fitted constant which
are different for different sdt. T is the absolute
temperature, p; is the number density of speciesi. Here
amixing ruleis needed for the average ion diameter G.

The above simplified MSA equation reduces to the

Debye-limiting law as ¢ approaches zero. However the
MSA equation gives more accurate predictions of the
thermodynamic  properties a high eectrolyte
concentrations.

The Uematsu and Frank model has been used to
calculated the relative permittivity of the medium e for
pure water.

&M, Pyuer) =1+ (7.62571/Tr) p, + (244.003/ Tr -140.569
+27.7841Tr) p,” + (-96.2805/ Tr +41.7909Tr -10.2099Tr *) p, °
+ (-45.2095/Tr? + 84.6395/ Tr - 35.8644) p,*
Tr =T/298.15, Pr = Poater | Po>s

P, =1000 kg/m®,



Their modd gives the dielectric constant as a function
of temperature and density over a temperature range of
238-1273 K and pressures up to 1200M Pa.

The limitations of Mayer, Sandler and Wood's EoS are
mainly the following two. First, the Born equation
predicting the free energies of hydration fails at very
low solution densities due to ignorance of the
compressibility of the solvent. Second the primitive
model of dectrolyte solution is not valid at high ion
concentrations. The EoS should not be used for systems
with salt concentrations greater than about 15 M.

The Computation Results

The equation of state was fitted to experimental data for
138 agueous electrolyte solutions a 25 °C and 1 bar to
300 °C and from 1 to 120 bar. The equation does well in
correlating activity coefficients osmaotic coefficients,
densities over the wide range of conditions. In the
following Fig. 1, Fig. 3, Fig. 4, the calculated density,
activity coefficient and osmotic coefficient are
presented graphically.

NaCl solution density (PR only and sSMSA correct) plot
1200 -

25°Cc

1100 -

1000~

Density (kg/m3)
©
o
o

)
3
3
AN

700+

600

o 1 2 3 . 5 6 7
Molality(mol/kg)

Figure 1 Plot of density of agueous NaCl verse molality

at different temperature and pressure.

In Fig.2, the original computationa results and the
experimenta results are provided for comparison with
Fig. 1. It can be seen that the re-produced results agrees
with the published results.

A more comprehensive application to mixed-salt
systems will be given in the future. The sdlected test
system for future study is H,0, Na', Ca**, CI', SO,
CO5%, HCO¥, CO, and Glycol.

Maolality (mobkg)

Figure 2 The published plot of density of aqueous NaCl
verse molality at different temperature and pressure by
Mayer, Sandler and Wood.
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Figure 3 Plot of activity coefficient verse molality of
agueous NaCl at different temperature and pressure. The
black dots are experimental data generated.

NaCl solution Osmotic Coeffient plot

Osmotic Coeffient

0.6
0
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Figure 4 Plot of Osmotic coefficient verse molality of

agueous NaCl at different temperature and pressure. The
black dots are experimental data generated.
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The Analytical Resultss Comparison of Debye-
Huckel Helmholtz function with M SA

In this section, the difference between the Debye-
Hickle and the simplified MSA solution will be
compared analytically in the term of the Holmholtz Free
energy. There only a brief overview will be give and
from it we can see that the differences between them are
very small.

The expression of the excess Helmholtz function from
the smplified MSA turns to be the following smplified

expression:
{1+ 31‘0}
2

Rearrange AFfand substitute Tinto the expression
for A%, we have

_2I°RTV
I,

AF =

AF \%

3 4
m:_m([m—lr+4[m—l] )

Knowing that, A~ can be simplified as:
RT

AV
RT  372°0°N,

_2(\/14—70'7()3+g(1+ 20;«)—3

(j (1+20x)°

Expand the (1+ 20x) term, we have:
AV
RT  470°N,

(0'27(2 + 207(+§—§(1+ 207()3’2)

Taylor expand the term (1+ 20x)** in the expression

A° , we have:
RT

E
£ V3 (l(O'K')S—l(O'K')4+l(O'K')5
RT 470"N,\ 3 4 4
—274(O'K')G+O((O'K')7)J, (|ox<1/2)

From Debye-Hiickel equation, we know the excess
Helmholtz function derived from Debye-Hiickel
equation hasthe following form:

AV
RT 47N, xZ

2
e
(1+ax)
2

|

where @, isthe closest approach disance and X; isthe

mole fraction of speciesi. The rest of the parameters
are the same as in MSA. If we substitute the closest

(§+In(l+ajrc)—2(1+airc)+
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approach distance @ with the average diameters of the
ions G, we obtain the following expression:

E 2
A___V < | In(1+ oK) — oK + (ox)
RT  4aN,o 2
Tayor expand the term |n(1+ox) in the expression AR
RT
we have:
E
i |5l 5o’
RT 47N, 0° \ 3 4
1

+=
5

(ox)° —%(mc)6 + O((O‘K‘)7)J , o<1

Comparing with the results from MSA,

AV
RT  470°N,

1, 1.
(S(GK) 4(0K)

l 5 7 6 7
+Z(07() —i(ovc) +0((ox) )J,(ovc<1]2)

we can see that the error between the excess Helmholtz
freeenergy is

A (A
RT ). \RT) .

V 1 s 1 6 7
B T
v [Oex))
~_4ﬂ'0'3NA[ 20 J’(mdz)

The excess Helmholtz free energy from MSA and
Debye-Hiickle is very small difference if the oxis a
small quantity. From this mathematic analysis, it also
partly validates the literature report that the numerical
results from MSA are very close to that of Debye-
Huckle.

Conclusion

The numerical results of Helmholtz Free Energy from
the simplified MSA and the Debye-Hiickel are very
close. It is possible to develop an EoS for multiple
dectrolytes over wide ranges of temperature and
pressure. The results published have been reproduced
and computation has been conducted. The density, mean
ionic activity coefficient and osmotic coefficient
calculation agrees well with the reported values from
Mayer, Sandler and Wood. The influence of the
interaction parameter k;; to the density is very small. The
Volume Trandation Parameter ¢ contributes the most.
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Release of I norganic M etal Species, Sulfur and Chlorine during Combustion
of Woody Biomass on a Grate

Abstract

The objective of this Ph.D. project is to improve the understanding of the release of inorganic metal species, S and
Cl during combustion of woody biomass on a grate. This understanding is essential for the devel opment of models
for aerosol and fly-ash formation and behavior, aiming to find solutions for the ash-related problems occurring
during combustion of woody biomass in power plants. The release of inorganic meta species, S and Cl during
combustion of specific woody biomass fuds has been quantified by lab-scale experiments under well-controlled
conditions, smulating a grate-fired system. Therelease of the studied elementsis dependent on both the temperature

and the inorganic composition of the fud.

Introduction

The use of wood as a fud for power and heat
production has become increasingly important world
wide, because (1) wood constitutes a renewable
resource; (2) the net emission of CO; is reduced when
replacing coal combustion by wood combustion; and (3)
wood is awaste product from forestry management and
numerous types of wood industry, and is therefore

Aerosols & Fly ashes
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easily available and relatively cheap on most locations.
However, there are also a number of problemsrelated to
wood combustion, asillustrated in Figure 1. First of all,
environmentally harmful gases (e.g. SO, and HCl) are
emitted during the combustion of wood. Another
important problem is the formation of particulate matter
(aerosols and fly-ashes) during wood combustion,
causing deposit formation on superheater tubes, which
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Figure 1. Schematic drawing of a wood-fired boiler, indicating the (main) inorganic species occurring
during wood combustion and the problems they may cause within the system.
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in turn leads to a reduction of the heat transfer
efficiency to the water/steam system and corrosion of
the superheater tubes. Furthermore, the smallest fraction
of the particulate matter cannot be captured by the filter
system, and is emitted to the atmosphere, where it may
cause environmental and health problems.

The ash-related problems during wood combustion
are due to the presence of inorganic dements in wood
fuds. Wood naturally contains a smal fraction of
inorganic dements (such as Ca, K, S, and Cl), but due
to handling and manufacturing inorganic el ements may
be added to the wood before it is used as a fud. During
combustion, a part of the inorganic elements may be
released to form inorganic gases and particular matter.
To be able to tackle ash-related problems occurring
during the combustion of woody biomass, it is therefore
important to have an understanding of the quantity and
mechanism of the release of the inorganic elements
from the fuel during combustion.

Specific Objectives and Relevance

The objectives of this Ph.D. study are to quantify the
release of inorganic metal species, S and Cl during
combustion of woody biomass on a grate and to
investigate the mechanisms by which the release takes
place.

Quantitative and qudlitative rel ease data are essential
for the modeling of aerasol formation and behavior, and
for the subsequent development of solutions for
problems involving aerosol and fly-ash formation and
emissions of gaseous pollutants during the combustion
of woody biomass. Figure 2 indicates the specific study
area of this Ph.D. project in rdation to aerosol and fly-
ash formation.
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Figure 2: Sudy area of the Ph.D. project [ 1].

Literature Investigation

Most wood types contain 0.2 to 1.0 wt% ash, which
is very low compared to straw (5-10 wt%) and coal
(often > 10 wt%). Furthermore, woody biomass
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generally has a low concentration of K, S and Cl
compared to straw and coal. However, the amount of
calcium and heavy metals (such as Zn, Cu and Ph) are
relatively high in most woody biomass fuds. Inorganic
matter in biomass can be present in four general forms:
(1) easily leachable sdts, (2) inorganic elements
associated with the organic matter of the biomass, (3)
mineralsincluded in the fuel structure, and (4) inorganic
material added to the biomass during fuel processing
[2]. In the biochemical literature, it was found that the
inorganic e ements in hiomass can be divided into three
groups, according to their growth requirement: (1)
macronutrients, which have a high growth reguirement;
(eg. Ca K, S, Mg, N, and P), (2) micronutrients, which
have a low growth requirement (e.g. Zn, Fe, Mn, Cu,
and Cl), and (3) beneficial elements, which stimulate
growth, but are not essentia (e.g. Na, S and Al) [3].
The digtribution of the inorganic eements in the plant
cells and the way in which the elements are bound are
related to the function of the elementsin the plant [3].

Some information was found on the release of
inorganic elements during wood combustion, but very
little quantitative data is available in the literature.
Misra et a. [4] studied the combustion of various types
of woody biomass fuels and found that K began to
release at 800-900°C, probably due to the dissociation
of potassium carbonates. The rdlease of S began at
1000-1200°C, probably due to the dissociation of
sulfates. They observed a release of K of 63-90% and a
redease of S of 7-55% during combustion at 1300°C,
depending on wood fuel type. Dayton and Milne [5]
directly sampled the hot gases liberated from the
devolatilization and combustion of small samples of
various types of biomass fuds (including various types
of wood) in a quartz-tube reactor employing amolecular
beam mass spectrometer (MBMS) system, and
identified the alkali metal species being released during
pyrolysis and combustion. Ther results indicated that
small amount of K is released during the pyrolysis
phase, at low temperatures (below 500°C), whereas the
major pat of the release takes place in the high
temperature region (above 500°C) during the char
combustion and ash cooking phases. They observed that
in the case of woody biomass combustion, K is mainly
released as potassium hydroxide (KOH), probably due
to the low chlorine content of woody biomass fuels,
limiting the release of K in the form of KCI(g). The
formation of KOH(g) is probably due to the dissociation
of potassium carbonate (K,CO3(s)) and the reaction with
water vapor, according to Eq. 1.

K2COs(s) + H0(g) —2KOH(g) + COx(g) (Eg. 1)

Experimental Equipment and Procedure

The main part of the experimental work is focused
on the quantification of the release of inorganic metal
species, sulfur and chlorine during wood combustion.
An experimental set-up has been built up (see Figure 3),
consisting of an electrically heated oven (max. 1150°C)
with an aumina tube insde, in which a fue sample
(max. 45 g) can be inserted and a gas (max. 10 NI/min)
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Figure 3: Schematic drawing of the experimental set-up used to study the release of inorganic elements during

wood combustion.

can be introduced in order to provide a pyrolysis or
combustion atmosphere around the fuel sample. A gas
conditioning system and gas analyzers make it possible
to measure the contents of O,, CO and CO; in the flue
gas in order to monitor the pyrolysis and combustion
behavior and to determine if the fud sample is
completely combusted and the remaining ash residue
can be assumed to contain inorganic elements only. The
release of inorganic eements during combustion was
quantified by mass balance calculations based on the
weight measurements and chemical analysis of the
wood fuds and the residual ash samples. Focus was on
the alkali metals K and Na, and the heavy metals Zn and
Pb, since they were known to form aerosols during
wood combustion. Furthermore, the non-metals S and
Cl were studied, since they were expected to influence
the volatility of the metal dements. The influence of
fud type and chemica composition of the fud was
investigated by using various types of wood fuels.

Various experimental methods were tested and
compared in order to find the most appropriate method
for obtaining accurate quantitative release data.

Fuel and Ash Characterization

The woody biomass fuels investigated in this study
are wood chips of spruce and beech, bark, and fiber
board. Each fud type has a characteristic ash content
and inorganic composition (see Table 1).

In order to obtain more information about the fuel
and ash structure and the association of inorganic
dements in the fuds and ashes, Scanning Electron
Microscopy in combination with Energy Dispersive X-
ray analysis (SEM-EDX) was used. It was observed that
spruce, beech, and fiberboard have a well-ordered fuel
structure, and contain few small minerals inside and
outside the fuel structure, which have as major e ement
Zn, Ti, Fe, Mn, or Si. Bark, on the other hand, has very
irregular fuel structure, and contains many mineras
inside and outside the fuel structure, such as clay and
san particles, and calcium-rich particles. The change in
ash structure and chemical composition was studied by
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anadyzing ashes obtained a various temperatures by
SEM-EDX. This showed that in the case of wood chips,
the ash structure resembles structure of wood (even at
1150°C). This structure mainly consists of K, Ca, Mg,
and P, but with increasing temperature, less K is
present, and the structure becomes more compact. The
ash from bark has an irregular structure, which also
becomes denser with increasing combustion
temperature. The ash structure mainly consists of Ca
and K, and the calcium-rich particles were till observed
at 1150°C.

Chemical Fractionation (CF) is a technique based
on leaching with increasingly acidic solvents, and
provides information about the reactivity / association
of inorganic elements in the fuel. The results of CF
anaysis were available for some of the studied fuels and
were compared to the SEM-EDX results and the
experimental release data.

Table 1. Chemical composition of the woody biomass
fuels used in the experimental study.

Fuel type Spruce | Beech Bark Fiberboard
Moisture (wt%) 6.6 4.5 10.7 6.8
Ash (wt% d.b.) 0.95 0.52 441 1.24
Cl (wt% d.b.) <0.01 <0.01 0.01 0.05
S (mg/g d.b.) 0.10 0.12 0.42 0.30
K (mg/g d.b.) 0.85 0.92 2.4 0.64
Na (mg/g d.b.) 0.02 0.01 0.07 0.18
Ca(mg/g d.b.) 1.9 1.0 16 15
Mg (mg/g d.b.) 0.20 0.21 0.76 0.21
Si (mg/g d.b.) 0.43 0.03 2.2 0.55
Al (mg/g d.b.) 0.08 0.01 0.45 0.35
Ti(mg/g d.b.) 4.5
Zn (mg/kg d.b.) 14 3.7 67 27
Pb (mg/kg d.b.) 0.44 0.40 1.6 16




Experimental Results and Discussion

Quantitative release data were obtained for four
different woody biomass fuels during combustion at
various temperatures in the range of 500-1150°C. The
results for the elements K and S are presented in Figures
4 and 5, respectively. Theresults show that aimost all Cl
is released from the fuel already at 500°C in the case of
al fuds, indicating that Cl is probably mainly released
from wood during the devolatilization stage. This has
been observed in the case of straw combustion (e.g. [6]),
and it was suggested that this is due to the reaction of
KCl(s) with chain-bonded carboxylic groups yieding
HCl(g) and an dkaine carboxylate that is eventudly
degraded, or due to the release of Cl from its original
bonding sites and the transfer to a liquid tar phase, from
whereit isreleased to the gas phase as HCI(g). Sincethe
release of K (see Figure 5) and Na increases with
increasing temperature in the range 500-1150°C, the
release of akai metas during combustion does
probably not take place by evaporation of chlorides.
More likely is the decomposition of alkali carbonates,
and the reaction with water vapor resulting in the
formation of gaseous alkali hydroxides. Furthermore,
the release of K and Na at high temperature may be due
to the dissociation of alkali sulfates, which is in
agreement with the observed increase in therelease of S
above 850°C (see Figure 6). A large part of S (~50-
70%) isreleased below 500°C. Therelease of Zn and Pb
increases sharply from around 0% at 500°C to close to
100% above 850°C in the case of all the investigated
fudls. Besides the comparison with literature data and
the results of the SEM-EDX study and CF analyss,
thermodynamic equilibrium calculations were used to
facilitate the interpretation of the reease data
According to the equilibrium caculations, Zn may be
released in the form of demental Zn(g), and Pb in the
form of PbO(g). Differences in the reease trends
between the different fuels are probably due to the
presence of elements such as Si, Al and Ti, which may
react with the volatile elements to form compounds that
are more stable at higher temperatures.
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Conclusions

The main objective of this Ph.D. study is to quantify
and understand the release of inorganic metal species, S
and Cl during combustion of woody biomass on a grate.
Quantitative release data were obtained by lab-scale
combustion experiments in the range of 500-1150°C. In
general, the release of the sudied dements is dependent
on both the temperature and the fuel composition. The
release data were interpreted by use of literature
information, (scanning e ectron) microscopic studies of
the fudls and ashes, chemical fractionation anaysis, and
thermodynamic equilibrium calculations.
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Phase Behaviour and Viscosity M odelling of Refrigerant-L ubricant Mixtures

Abstract

The understanding of thermophysical properties and phase behaviour of refrigerant-lubricant oil mixturesis highly
important for optimal design of refrigeration and air-conditioning systems. Refrigerant-lubricant mixtures, which are
likely to have strong asymmetry, may develop complex type of phase behaviour that must be considered when
designing a cooling circuit. Such behaviour may include, open miscibility gaps, closed miscibility gaps, liquid-
liquid-vapour equilibrium and even barotropic phenomena showing mass density inversions. This will also have a
profound effect in the mixtures transport properties. For that reason, the study (measurements and modelling) of
phase behaviour and thermophysical properties of such mixtures is essentia. Thus, the main research objective of
this project is the accurate numerical modelling of the phase, P-V-T and P-7-T behaviour of refrigerant-lubricant

mixtures under wide ranges of temperature and pressure.

Introduction

The ability to model the phase behaviour and
thermophysical  properties of  refrigerant-lubricant
mixtures is of considerable indudtrial and academic
interest. From an industrial point of view, the study
(measurements and modelling) of the thermophysical
properties of such mixtures is necessary for the
successful  transition into new environmentaly
dternative refrigerants. Information on solubility,
density, and viscosity for this type of systems is
extremely important for optimal design of refrigeration
machines. Moreover, depending on the oil miscibility
within the refrigerant-rich phase, even with an efficient
oil separator ingtaled, part of the lubricant oil may
migrate from the compressor to other parts of the
system such as the evaporator, condenser, expansion
device and piping. Therefore, some related problems
might also develop, for example, oil accumulation may
take place inside the heat exchanger tubes reducing heat
transfer capabilities and resulting in an overall
decrement of the refrigeration cycle performance. These
problems may become more serious in the presence of
unforeseen barotropic behaviour that may induce a
refrigerant-rich phase denser than the lubricant-rich
phase [1]. Furthemore, good description of the
thermophysical properties and phase equilibria is
invaluable in choosing a proper lubricant for a particular
compressor [1]. From an academic perspective, the

ahility to predict phase, P-V-T and P-7-T behaviour of
asymmetric mixtures (as in the case of refrigerant +
lubricant systems) can serve as a rigorous test for the
different models.

During the past few years new refrigerants,
such as 1,11 2-terafluoroethane  (HFC-134a,
CRCH.F), have been proposed as alternative
refrigerants  to  chlorofluorocarbons  (CFCs). This
development has been based on a detail understanding
of the refrigeration application and the chemistry of the
refrigerants. However, this transition into new
environmentally  friendly aternative refrigerants
requires the choice of suitable compatible |ubricants.
Polyalkylene glycol dimethyl ethers, polyol esters, and
alkylbenzenes have been proposed as suitable |ubricants
for hydrofluorocarbons.

In spite of their importance, there are only a
few studies available in the literature that present the
study of thermophysical properties of refrigerant +
lubricant mixtures. Thus, in this work the phase, P-V-T
and P-7-T behaviour of this kind of mixturesis studied
using different models available in the literature.

Objectives

The main objective of this project is the
accurate numerical modelling of the phase, P-V-T and
P-n-T behaviour of refrigerant + lubricant mixtures
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under wide ranges of temperature and pressure. For that
reason, different cubic EoS such as the Soave-Redlich-
Wong (SRK) [2], the Peng Robinson (PR) [3] and the
Stryjek and Vera modification of the Peng-Robison
(PRSV) [4] were tested for their ability to predict the
phase and PVT behaviour.

For the viscosity modeling of refrigerant +
lubricant mixtures, based on the concepts of the friction
theory (f-theroy) [5], different viscosity models have
been derived. This type of approach has been shown to
deliver a high degree of accuracy with the help of
simple cubic equations of state (E0S).

Results and Discussion
Phase and P-V-T behaviour

The type of phase behaviour that refrigerant-
lubricant mixtures may develop, has been studied based
on experimental information found in the literature. In
addition to larger immiscibility regions, it has been
shown [6] that asymmetric mixtures such as refrigerant-
lubricant mixtures may develop density inversions, as
observed by Hauk and Weinea [1]. For the
understanding and study of the type of phase behaviour
that can be found in refrigerant + lubricant mixtures,
one can take advantage of simple models such as the
Peng Robinson EoS. This equation is commonly used in
phase equilibria correlations at low and high pressures
aswell asin the design and simulation of a wide variety
of industrial processes. Similarly to all of the van der
Waals family EoS, the PR EOS is divided into a
repulsive pressure term (p;) and an attractive pressure
term (pa),

P=PB+P, 1
where
_RT 2
pr - (V—b)
and
p, a €)

" V(v+b)+b(v_b)
For mixtures the PR EoS was employed in combination

with the one-parameter van der Waals quadratic mixing
rule for aand linear for b, given by:

a:Zinxj\/?aj(l—Kj) 4)
and

b=zxib. ®)

where, k;j isabinary interaction parameter.
An example of the phase diagram prediction
for the HFC-134a + triethylene glycol (TRIG) mixture

is shown in Figure 1 where it can be observed multiple
phase equilibria and the presence of a high-pressure
liquid-liquid immiscibility region. In Fig. 3 a relevant
feature is shown: barotropic phenomena showing
density inversion. Both facts, immiscibility regions and
barotropic phenomena, are associated with asymmetric
mixtures [6].

50

40 /
E.??/30*
n_ f

Figure 1. Example of solubility data correlation and
VLLE prediction for HFC-134a (1) + TRIG,
experimentd data [7] at 293.15 K (a), 313.15 K (a),
333.15 K (e), 353.15 K (). Solid lines denote the
calculated data by the PR EoS. Horizontal lines
represent the predicted VLLE region.
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Figure 2. Pressure-density PR phase diagram of HFC-
134a+ TRIG at 353.15 K.

It is well known that smple cubic EoS can
correlate PTx data with sufficient accuracy. However, it
is also of relevance to mention that cubic EoS are
known for not being too accurate in the prediction of the
density of dense phases showing, in optimal
circumgtances, 2-5% overal absolute average
deviations. For some applications a 5% density
deviation may be considered quite tolerable. However,
in other better-defined process this uncertainty may not
be acceptable and alternative more accurate approaches
are required. In cases when the process operates at
subcritical conditions, within moderate pressure ranges,
a widdy used method for the improvement of the
density accuracy given by cubic EoS is the Péneloux
volume trandation [8]. This approach consists of a
simple trandation of the frame of reference so that the
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volume (or density) representation may better be
overlapped to the experimental data. Alternatively, other
type of highly accurate reference EoS can be used, such
as the Soave modification of the BWR E0S[9].

The dendties values predicted by the PR EoS
for amixture of HFC-134a + triethylene glycol dimethyl
ether (TriEGDME) at x; = 0.69 are presented in Figure
3 where it can be seen that the performance of the PR
EoSisnot satisfactory.
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Figure 3. Density for HFC-134a (1) + TriEGDME
using the PR EoS compared with experimental values
[10] at 293.15 K (A), 313.15 K (a), 333.15 K (e),
353.15K ().

Viscosity behaviour

The friction theory (f-theory) [5] has been
applied to modd the viscosity of refrigerant + [ubricant
systems. The f-theory in combination with smple cubic
EoS has shown to deliver accurate viscosity estimation
from low to high pressures, regardless of how accurate
the density performance may be. This model has been
successfully applied to the accurate modelling of several
types of fluids including complex systems such as
reservoir fluids among others. In the f-theory the total
viscosity, #, is separated into a dilute gas viscosity term
noand aresidual friction term #;,

n="n,+1; (6)

The dilute gas term applies at the zero pressure limit of
the gas phase, and for many fluids it can be estimated
with simple empirica models such as the one proposed
by Chung [11]:

1, = 40.785 yMWT ™

V2/3Q* c
theresidua friction term can be written as follow:

nf ZKrpr+Kapa+Krrpr2 (8)
where the kappas are temperature dependent friction
coefficients and p, and p, are given by the EoS.

The mixture viscosity has been estimated using
the predictive mixing rules proposed in Ref. [5]. That is,

the mixture friction coefficients x;, x3, and x, are
obtained by the following mixing rules:

Kr = z Zi Kr,i
N €)
Ka = z Zi Ka,i
i=1
Krr = i Zi Krr,i
i=1
Here, amass weighted fraction of the form
, - X, (10)
i MV\/iO's MM
with
Y% (11)
MM =
iZ:l: MWiO'3

isused in order to enhance the accuracy of theresults;
MW isthe molecular weight of compound “i”.

Figure 4 shows the f-theory PR model results
for the mixture HFC-134a + tetragthylene glycoal
dimethyl ether (TEGDME) for a molar fraction of x; =
0.63. It can be observed that the f-theory shows a good,
consistent and stable performance from low to high
pressures.

0 2[;0 4[;0 6{;0 8[;0 10‘00
P (Bar)
¢ 293.15 4 313.15 ¢ 333.15 ¢ 353.15
Figure 4. Viscosity for HFC-134a (1) + TEGDME
using the f-theory PR mode compared with
experimenta values [11] at 293.15 K (a), 313.15 K
(a), 333.15K (#), 353.15K ().

Conclusions and Future Work

In spite of their smplicity, it appears that
simple cubic EoS such as the PR EoS with classical
mixing rules may be appropriate for a description of the
phase behaviour of complex systems such as refrigerant
+ lubricant systems. Classica cubic EOS represent a
powerful tool for the actua design of refrigeration
cycles. This modelling approach can be used to prevent
technica problems such as barotropic effects, decrease
solubility-related compressor oil viscosity, among
others. However, it should be pointed out that the
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accuracy of the dendty predictionsis till limited by the
algebraic structure of the cubic EoS. For that reason, the
study of non cubic EoS capable of delivering a good P-
V-T performance, such as the Soave modification of the
BWR E0S [9], remains to be addressed.

For the viscosity modelling the friction theory
has been applied in combination with ssmple cubic EoS.
The viscosity of refrigerant + lubricant mixtures has
been predicted with a good degree of accuracy.
However, it is of theoretical as well as of industrial
interest to explore the extension of the f-theroy approach
to other kinds of models besides the cubic EoS.
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Rheology, Structural Studies and Synthesis

Abstract

The eongational flow dynamics of polymer melts reveals much about the structura information of the individua
behavior chains in the melt. Current well established constitutive models for polymer flows are in good agreement
with shear flow experiments, but recent experiments on linear and branched polymers [1-2], performed at DTU,
cannot be explained by any of the available models. An essential part of the project is to measure the elongational
rheology of polymers with well-known molecular structure and set up corrections to current models to get better

agreement between theory and experiments.

Introduction

The project builds on the work done by PhD
Anders Bach who constructed a rheometer, which is
able to measure the eongational properties of both
polymer- melts and -solutions. With the rheometer Bach
was the first to experimentally determine the steady
dongational viscosity for monodisperse polystyrene
melts at high Deborah numbers, i.e. in the flow region
where eagtic forces dominate over viscous forces [1].
These kinds of measurements have great importance in
verifying polymer physical flow models, and other
kinds of constitutive fluid mechanical models for
polymers.

Project summary

The purpose of this project is to investigate
dongational properties of different polystyrene melts
and to produce data that could verify models for
monodisperse melts, which within the last decades have
build on the tube model, introduced by DeGennes [3],
Doi and Edwards [4]. The elongational properties of
polydisperse melts will also be measured, which will be
compared to the commonly used empirical congtitutive
models.

Elongational measurements on commercia low-
density polyethylene, LDPE using the newly build
rheometer have shown that the viscosity as function of
time, goes through a maximum and stabilizes at a
constant value for fast flows [2]. The latter is expected,
but the former is an entirely different behavior as
compared to linear polystyrenes, where the viscosity isa

monotone function of time. We believe that this
property for LDPE can be explained by the branched
nature of the polymer. The specific sructure of
commercial LDPE is not known and the polymer is not
suited for model working, because of its polydispersity
and dructural uncertainty. It's therefore decided to
synthesize  polystyrene  with  well-characterized
branching using anionic polymerization [5]. If the
extensional measurements for these polymers also
display a maximum in the viscosity in the time
dependent start-up flow, it will be proved that it is due
to the branching.

Another part of the project is to study what happens
to the steady elongational viscosity as function of
elongational rate for linear polymer melts. Recently
published theory [6] claims, that polymer melts have
different steady elongational behavior if the number of
entanglements in the chains, Z, is above or below 15.
Polystyrene has an entanglement molecular weight of
13,300 g/mole, and since it is amost impossible to do
rheological measurements if M\,>400,000 g/mole for
polystyrene, the elongationa behavior for Z>30 has to
be measured for polymers with lower entanglement
molecular weights. One candidate for this could be
polyethylene, which has an entanglement molecular
weight that is below 1,000 g/mole. Linear polyethylene
can be made by anionicly polymerizing butadiene and
subsequent hydrogenation. This method makes is
possible to rheologically examine polymers with Z>100.
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Coupling of Active Componentsto Synthetic Polymers

Abstract

Materids for medical devices should provide more than just structure. Some synthetic polymers are ideal materials
for healing of chronic wounds because of their high biocompatibility and the possibility of tailoring their properties.
Active components can be coupled to the synthetic polymers to obtain wound healing materials that support cell
ingrowth. This coupling could take place via the very mild and highly efficient “click” coupling of azides and

akynes.

Introduction

Future materials for medica devices should be more
than just materials that provide structure. The materias
should be intelligent and take an active part in the
process, e.g. by absorbing smell or by initiating cell
growth.

In the case of a chronic wound the normal biological
wound healing process has been impaired and the
application of a scaffold as a kind of artificial skin is
necessary to help the healing process.

When a polymer is to be used for therapeutic
purposes several issues have to be considered. Theideal
materid for wound healing should be biocompatible,
biodegradable and easy to process [1,2,3]. The material
must mimic the extra celular matrix (ECM), it has to
uphold structure, and it should promote cell adhesion
and growth and degrade as new tissue forms.

The most important requirement for awound healing
materid is the biocompatibility. The material should
possess the right surface chemistry to promote cdl
attachment and at the same time not provoke any
unwanted tissue response [4]. Therefore it will in some
cases be necessary to introduce an active component
into the scaffold materia to ensure tissue regeneration
[5].

Several different materials may be used in a scaffold
for wound healing and among these natural as well as
synthetic polymers could be considered. The advantage
of utilizing naturd polymers is their excelent
biocompatibility and their favorable interaction with

cells [6]. The disadvantage of employing natural
polymers may, however, be the differing batch
compositions and their poor mechanica stability [7]. In
comparison, the synthetic polymers have a much higher
mechanical strength, a more uniform composition and
they can in principle be tailored to give a wider range of
properties. It is possible in the synthesis of synthetic
polymers to incorporate reactive sites or functionalities.
These can later be coupled with active components, that
can support cell ingrowth.

The coupling reaction of the active component to the
synthetic polymer could be achieved through the well
known 1,3-dipolar cycloaddition of an azide with an
akyne group to form a 1,3-triazole. This reaction has
been known since the early 1960's where Huisgen and
coworkers carried out amonumental work in this area

R R

R N/\ : N/
SN—N=N ¢+ =R — | //N + T \N
A ] K N//

Anti Syn

Figure 1 The general Huisgen reaction — 1,3-dipolar
cycloaddition

The reaction to form a triazole by the conventional
Huisgen 1,3-dipolar cycloaddition a eevated
temperature gives rise to two different products. an anti-
and a syn-triazole. The formation of two products can
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be prevented by running the same reaction in the
presence of a Cu(l) catalyst at room temperature. This
reaction can take placein water; it givesrise to only one
product: the anti product, and the reaction takes place
with approximately 100 % conversion. Because of the
very mild conditions, the high yiedd and the
stereospecificity this reaction has been termed a “click”
reaction by K.B. Sharpless et al. [8]. The advantage of
this reaction is the formation of a stable bond under
mild reaction conditions.

Specific Objectives

The Ph.D. project will primarily be experimenta
with focus on obtaining the most ideal synthetic
polymer for awound healing material. Several polymers
with differing chain lengths and compositions will be
synthesized, functionalized and  characterized.
Functionalization and coupling of active components to
the synthetic polymers will be attempted through
“click” chemistry and the obtained materids will be
investigated asto cell growth and degradation.

Conclusion

The coupling of active components to synthetic
polymers to improve cdl adhesion and growth will
prove an effective method to obtain good wound healing
materias, and the utilization of click chemistry in the
coupling reaction will ensure mild reaction conditions,
steraspecific products and high yields.
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I ntegration of Synthesis, Design and Control
of Batch Processes for Product Design

Abstract

This thesis describes a genera methodology for the synthesis and design of batch processes. However, for the
synthesis to be complete the operational modelling of the individua batch operations, such as reaction and
separation, needs to be performed. The general methodology consists of two levels, where in the upper level a
synthesis algorithm provides the sequence of reaction and separation tasks needed and in the lower level a set of
algorithms supply the batch operational model for each task, in aform of a sequence of sub-tasks performed in order
to achieve a specific objective for the reaction or separation tasks. The combined algorithms provide the batch route.

Introduction

The observed increase in the production of high-
value-added, low-volume specialty chemicas, fine
chemicals, pharmaceuticals and biochemicals has
created a growing interest in batch processing
technologies. The lagting problem of the synthesis of
batch processes can be outlined as follows: Given the
identity of the raw materials and the product
specifications, identify and sequence the necessary
tasks, such as reaction, separation or a combination
thereof, that need to be performed in order to produce
and separate the desired products. This sequence of
operations is called the batch route. In addition to the
identity and sequence of the tasks, the conditions of
operation for each task need to be determined
(operational design) for the generated batch route to be
complete.

The majority of batch operations are frequently
scaled up from the laboratory to the full size plant
without much process optimization to reduce thetimeto
market. Consequently, the batch route employed is the
one used in the laboratory to produce the specified
product. Moreover, in existing methodologies for
planning and scheduling, the batch routes are neither
determined nor optimized, but assumed given data.

The objective of this Ph.D. project is to propose a
methodology for providing feasible (and near optimal)
operations for the synthesis and design of batch
processes. Thermodynamic and process insights can be
used for that purpose. A two-level methodology has

been developed for the complete synthesis of batch
processes. The upper level of the methodology is
comprised of the synthesis algorithm where the actual
batch route is generated. The sequence of reaction and
separation tasks is generated from that algorithm and
together with that the intermediate objectives for each
task in the sequence are calculated. These objectives are
the recovery and purity of the specified product of each
task. The lower level comprises of three algorithms
which tackle the operationa design problem for batch
reaction and separation, and batch didillation and
crystallization in particular. The exact operation of each
reaction and separation task is modelled, in terms of
generation of a seguence of sub-tasks giving the
heating, temperature or reflux ratio profile. In this
thesis, the sub-tasks are defined as operations where the
manipulated variables remain constant during the period
of the sub-task, let that variable be temperature,
heating/cooling rate, reflux ratio, etc.. All the devel oped
algorithms are governed by sets of rules based on
process and thermodynamic insights. The two levels of
the methodology areillugtrated in fig. 1.

In the synthesis algorithm the composition of the
outflow of a batch reactor is anayzed and the most
feasible subsequent separation technique is identified.
Mixture analysis (identification of separation
boundaries) is used to determine whether a separation
task is needed prior to a reaction task. In the case of
more than one set of reactions needed to obtain the final
product, the necessity of intermediate separation tasks
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and the corresponding separation techniques are
determined. The decision related to the extent one task
should be allowed to progress in terms of specified
product recovery is considered in this stage, taking into
account the significance the previous task has on the
succeeding ones.

A )
Synthesis
Algorithm
-
<
9 Generation of Sequence of Tasks
Reaction Separation
task - task —?
\/
Batch Batch Batch
N Reaction Distillation Crystallization
g algorithm algorithm algorithm
o]
4

< Generation of the Operational Model )

(e.g. heating profile, temperature profilg reflux ratio profile)

Fig. 1: Thetwo-level methodol ogy for the synthesis and
design of batch processes together with the various
developed algorithms

The lower level agorithms share the following
characterigtic, the existence of a number of process and
terminal congtraints that need to be satisfied and the
usage of manipulated variables to ensure feasible
operation. The agorithms identify the imminent
violation of a constraint, thereby detecting the end of a
particular sub-task, and identify the next sub-task that
will be able to maintain the operation feasible, until the
specified end objectives for the overall task are met. The
flexibility of batch processes and the ability of obtaining
more than one pure product from a batch separation unit
are considered in the developed batch separation
algorithms. The suggested batch operations model can
serve as a feashle and very good (near optimum)
starting point to dynamic optimization of the batch
process.

Batch Reaction Algorithm

The developed algorithm deals with the design of
the operation of batch reactors, where the reactions take
place in the liquid phase and a vapour phase may or
may not exist. The considered problem extents to the
case where multiple reactions are taking place and
operationa constraints on temperature (and pressure)
are present. The key factor is the existence of desired
reactions and of competing reactions, where the latter
need to be suppressed. In addition to the operational
congtraints, there are also end constraints/objectives,
namely the molefraction of the limiting reactant in the
reaction of interest that should be as low as possible and
the progress of the reaction of interest that should be as
high as possible. At least one of the end constraints has
to be satisfied.

In this algorithm, apart from the operational
constraints, a supplementary constraint on selectivity is

used. Selectivity is defined as: “ Selectivity §; of reaction
i over competing reaction j is the ratio of the reaction
rate of reaction i to the reaction rate of reaction j”. The
above description of selectivity covers also the cases
when the competing reaction is one that its limiting
reactant is other than the limiting reactant for the
desired reaction. For example, the competing reaction
could be a reaction where the desired product further
reacts to form a byproduct. Such areaction is unwanted
and should be suppressed, since it jeopardizes the yield
of the desired product.

One of the goals of the algorithm is to keep the
sdlectivity as high as possible or at least above a
congtraint at all times, until the product objectives are
reached. In this way, the reactions are driven in a way
that favor the reaction(s) of interest and suppress the
competing and unwanted reactions. Keeping the
sdlectivity high ensures that no unnecessary byproducts
are formed or that their production is limited. In that
way the molefraction of the desired product in the
outflow of the reactor is as high as possble
Furthermore, by making sure that the percentage of the
reactant that is converted to desired product instead of
undesired byproduct is the highest, the yield of the
desired products is maximized.

The algorithm identifies the first operation (sub-
task) based on the highest sdlectivity. For the generation
of the sequence of the necessary sub-tasks, rules are
employed at all points to identify the end of each sub-
task because of an imminent congtraint violation and
also to determine the next feasible sub-task, such as
isothermal operation, adiabatic operation, heating,
cooling, vapour release, etc. The next sub-task is chosen
to reverse the respective imminent constraint violation.
The procedure is repeated until at least one of the
product (end) objectivesis met.

Batch Distillation Algorithm

The operational design of batch digtillation columns
is supported by another developed agorithm, where the
considered problem is the separation of multi-
component mixtures where binary azeotropes might be
present. The agorithm is applied, in order to obtain an
operationa route that will either directly obtain the
desired products or remove the azeotrope, so that the
desired high purity product can later be obtained from
the bottom of the vessdl. The objective is to achieve the
above in minimum time and/or cost.

The algorithm identifies apriori the necessary
sequence of sub-tasks, namely providing the reflux ratio
and vapour boilup rate profile, in order to achieve
desired specified end objectives for the products. These
objectives are the product purity and the amount of
product (yield) and they both have to be fulfilled. The
algorithm employs a repetitive procedure to determine
the operating conditions adong with a very good
approximation of the operating time, for each sub-task.
The only given data needed is the amount and
composition of theinitial charge and the desired product
(digtillate) specifications. The algorithm uses a set of
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simple eguations for the didtillation column, as
described in [1], and adapts well-known methods, such
as the driving force approach and the McCabe-Thiele
diagram to find quickly a near optimum recipe for the
separation task.

The strong feature of this algorithm is the use of the
driving force approach to find the minimum reflux ratio
and the reflux ratio used for the specific feed. The
existence of a driving force is what makes the
digtillation feasible, and that is why it is not possible to
cross a digtillation boundary, such as an azeotrope
where thereisno driving force. Asit has been discussed
in [2], operating at the largest driving force leads to the
near minimum energy expenses. The advantage of using
the driving force approach is that it gives you the
physica insghts to operate in an easy and near
optimum energy costs way. Moreover, a large driving
force, which corresponds to a low reflux ratio, means a
faster separation.

For a specific feed composition, as one can see in
fig. 2, the largest driving force corresponds to the
minimum reflux ratio, which however can only be
supported by an infinite number of plates. Thus, for a
specific number of plates alarger reflux ratio has to be
used. The objective, however, is to use a reflux ratio
that is as close to the minimum as possible. In fig. 2 as
the composition of the more volatile component in the
still moves to the left (decreases), the reflux ratio used
(Ry) approaches the minimum value for the
corresponding composition (Rnin, 2). At that point before
the violation takes place, the current sub-task is ended
and a new reflux ratio has to be used (R,). The limiting
composition at the end of the sub-task is found using the
simple graphical method of McCabe-Thide. The
digtillate amount and the amount remaining in the vessel
are calculated from simple mass balance equations. The
operating time of the sub-task is found from the overall
materiad balance around the top of the column.

404

35 x®

Driving Force DF =y-x
= = N N w
S o] S ] 8

L

0

T ¥ — T T T T T puad
X2 L
0 10 20 30 40 50 60 70 80 90 100

Benzene
Monochlorobenzene mole percent % Benzene

Fig. 2. The driving force approach extended to batch
distillation

This is the procedure followed after the first step of
the algorithm, where the separation task is identified.
This is found as the split between the most volatile and
the second most volatile component of the considered
mixture and afterwards the driving force diagram is
calculated for the given binary pair. The necessity of
removing an intermediate cut is also investigated until

all the specified products are obtained. Furthermore, the
existence of azeotropes and the impact in the sequence
of attainable products is taken into consideration in the
first step of the algorithm. The actual operationa design
for each separation task based on the respective driving
force diagram is performed in the next steps of the
algorithm.

Batch Crystallization Algorithm

The third algorithm of the lower level algorithms
covers the case of the synthesis and operational design
of batch crystalization, where the sequence of
operational sub-tasks is generated. The considered sub-
tasks are evaporation, leaching, dilution, heating or
cooling (shift to a higher or lower temperature).
Furthermore, the design of each sub-task is aso
described in the agorithm in terms of the operating
conditions, such as temperature or amounts of solvent
that need to be removed or added. The objective of the
algorithm is to identify in advance the necessary sub-
tasks and their sequence, in order to achieve specified
objectives for the separation task, namely the recovery
of solutes (yield).

The agorithm uses simple principles and methods,
such as the conservation of mass and the lever rule [3],
and it is solely based on the solid-liquid equilibrium
phase diagram. It also uses a sat of rules for the
identification of the sequence of products whose
precipitation is feasible. These rules are based on
insights from the understanding of the phase diagrams.

The agorithm consists mainly of a repetitive
procedure that identifies the nature of each sub-task and
the operating conditions. The initial step is the actual
generation of the phase diagram. The phase diagram is
derived by drawing the solubility curves for a given
temperature range for the operation of the crystallizers.
In the repetitive procedure, the feed location is
pinpointed to the diagram and the feasibility of the
precipitation of the desired solid solution is checked.
Thisis done by relating the feed point with the invariant
point connected to the desred solute at each
temperature. For the specific feed, the solute to
precipitate is identified and the operationa task is
specified, in terms of choosing the operating
temperature, removing or adding solvent, or mixing
streams.

The exact amount of solvent to evaporate or add can
be found from the lever principle, since the material
balances can be represented on the phase diagrams in
the form of tie lines. It is sgnificant to avoid regions on
the diagram, where two solids precipitate, snce thisis
not effective separation. For that reason evaporation is
aways less than the maximum and dilution is more than
the minimum. Knowing the exact location of the durry,
the product yield can be computed, with the lever
principle. The composition of the mother liquor in
equilibrium with the precipitated solute can be located
on the phase diagram and treated as a new feed. With
that in mind, the generated sequence of sub-tasks can be
illustrated on the phase diagram, as shown in fig. 3.
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Fig. 3: The sequence of sub-tasks, needed to achieve the
desired precipitation of a solute, shown in the solid-
liquid equilibrium diagram

The above-described procedure is repeated until the
desired or maximum vyield for the feed and given
temperature range is achieved. The algorithm takes into
consideration the fact that the separation of a desired
salt from a solution with a specified recovery might not
be possible with a single precipitation of the salt at a
specific temperature. However, the desired recovery
might be able to be achieved with an aternate solids
precipitation (between the desired salt and a second salt
in the system) at two temperatures T; and T, (T ow and
Thigh). In that case, the number of precipitations for the
respective solid necessary to achieve a certain recovery
can be found in advance. An important step of the
algorithm is the determination of the feasibility of the
precipitation of a solute for a given feed based on the
comparison on the phase diagram of the coordinates of
the feed with the coordinates of the solids and the
invariant points. For that purpose, several equations
have been produced for the case of ternary systems,
while the solubility index is used for the quaternary
systems.

Synthesis Algorithm

The methodology presented in [4] for continuous
processes has been extended to batch processes and is
used as a part of the generation of the batch route,
necessary to obtain the final products from a set of raw
materias. The identification of the separation technique
for each of the separation tasks needed in the batch
route is based on the relationship between compound
properties and separation techniques, while the order of
the separation and reaction tasks is decided according to
developed rules, based on thermodynamic and process
insights and reaction kinetics analysis. The flexibility of
batch processes and the ahility of obtaining more than
one pure product from a batch separation unit are also
considered.

In the Jakdand algorithm [4], the separation
technique used for a separation task is the one that isthe
most feasible and easiest. The feasihility of a separation
technique k, for a binary pair i, which is related to
property j is decided by comparing the binary property
ratio for the pair rj with certain recommended values for

separation feasibility indices, namely lower limit my
and upper limit My, which are different for each
separation task k. For that purpose the “possibility
distribution” p(rj) is used to determine the extent to
which a separation is feasible for a binary separation
task, for the case of just feasible separations (my; < rjj <
M,j). The “possibility distribution” p(r;) is given:

u(rig) = (rij - My )/ (Myg —my) @)

Obviously, from eqgn. 1, u(ry) is between 0 and unity
for just feasible separations. If p(rj) was used to
compare the extent of feasibility for very feasible
separations (rj; > M), then in those cases it would be
greater than unity. For very feasible separations p(ry) is
set to unity, since the difference of scale of the values of
my; and Mg does not allow the use of p(r;) as areliable
measure of comparison.

However, for the property ratios identifying a
separation technique as very feasible, their scaled values
can be used for comparison as to the extent of the
feasibility of these separations. The separation
feasibility index My is used for this purpose.

S = ri,-/Mk,- (2)

At a screening phase, some binary pair property
ratios may be omitted because the separation techniques
suggested might be infeasble due to operating
conditions. However, comparing the “possibility
distribution” p(r;) and the scaled binary property ratios
srj; for the remaining adjacent binary pair property ratios
after the screening, then the separation technique that
should be used isidentified by the largest p(r;) or srjj of
al. Once the separation techniqueisidentified, the exact
sequence of attainable products is determined from the
application of the developed algorithms of this thesis for
batch separation.

Furthermore, in the case when more than one set of
reactions is needed to obtain the final product then the
property ratios for the adjacent binary pairs that the
specified product, after a reaction task, is involved can
also be used to identify whether a separation task is
necessary between the one reaction task succeeds the
other. Especidly in the case when more than one set of
reactions is needed to obtain the final product, the
presence of separation boundaries needs to be identified
in advance, in particular when the find product is
involved and itsrecovery is endangered.

In general, the presence of either impurities in the
raw materids or byproducts in a reactor outlet is
investigated regarding their involvement in separation
boundaries. In that way, the necessity of a separation
task prior to the first reaction task is decided, as well as
the necessity of an intermediate separation task between
two reaction tasks. Moreover, indghts derived from
reaction kinetics analysis are used to determine the need
of an intermediate separation task.

Once the batch route has been suggested, the
intermediate objectives, namely product recovery and
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purity are determined. The desired tota recovery is
actually the product of all the intermediate recoveries rg
for each of the reaction and separation tasks in the
sequence.

N
rr= ] 3
k=1

With theinitial assumption that all recoveries are equal,
the desired intermediate product purities are set
according to the feasibility of the separation and the
actual recoveries for the last two tasks in the sequence
are found solving the system of egn. 3 and the equation
for thefinal product purity.

For the application of the synthesis agorithm, a
number of necessary information needs to be available
in advance. That is. a) the identity of the mixture
compounds (both reactants and products) and the
composition of the feed (raw materias), b) the
thermodynamic models, the set of reactions taking place
and the respective kinetics, ¢) The identity of the final
product(s) and the end objectives for it, namely the
desired purity and recovery, and d) the identity of any
separation boundaries present in the respective mixtures
considered for separation. The algorithm is described in
a stepwise fashion in table 1.

Table 1. The batch process synthesis algorithm in steps

each task, given the intermediate end objectives
for each task

13. For the last two tasks in the sequence, find the
exact recoveries by solving the system of the
equation for total recovery and that given by the
fina product purity

14. If any recovery is found difficult to obtain at step
12 or infeasible (r¢ close or greater than unity) at
step 13, adjust the initial assumption of step 9 and
repeat from there. The adjustment (choosing a
higher r) should be made for recoveries of very
feasible separation tasks and generdly for the first
recoveries in the sequence

Stepsfor the application of the synthesis
algorithm

1. For each sat of reactions, identify a reaction task.
Identify the desired & the unwanted reactions

2. Determine the necessity of a separation task
before the first reaction task

3. ldentify the separation technique for the
respective separation tasks in the sequence (for all
potential separation tasks after areaction task)

4. In the case of more than one reaction tasks in the
sequence, compare the reactant mixtures at the
end of two succeeding reaction tasks. Otherwise,
gotostep 9

5. Ligt the mixture components in decreasing order,
for the property that identified the respective
separation technique

6. Calculate the binary property ratios for the
adjacent binary pairs, aswell astheir p(ry) or s

7. From the pu(ry) or the s of the binary pairs with a
specified product, determine the extent of the
feasibility of the separation task where the product
is obtained

8. ldentify any necessary separation task between
two succeeding reaction tasks

9. Assume, initidly, all recoveries r, equal for the
tasksin the sequence

10. Set the desired product purities for any
intermediate separation tasks

11. Determine whether the last separation task can be
avoided

12.  Apply the developed batch reaction and separation
algorithms to obtain the operational modd for

Results and discussion

The problem considered is adapted from [5], but for
this case study the fina product is reached after two,
instead of three, set of reactions and the objective is to
obtain high purity (99%) compound P with a recovery
of 90% (r+=0.9). The two set of reactions are:

Rx1: Rl1+R2—I1 Rx1: R3+I12—-P
Rx2: Rl1+I11—-A

Rx3: 211—-12+B+H2

Rx4: 12+11<C

Applying the algorithm for the synthesis of batch
processes will provide the batch route (sequence of
batch tasks) for attaining product P. In the first step, two
reactions tasks are identified for the sequence from the
two set of reactions. Initially, the sequence consists of
these two reaction tasks and a subsequent separation
task. For the second step, since the reactants are pure
materids and the solvent does not take part in any
competing reactions or form any azeotrope with the
fina product P, no separation task is necessary prior to
the firg reaction task.

For the third step, using the CAPSS toal in ICAS,
digtillation is identified as the separation technique for
all potential separation tasks, for the reactant mixtures
both after the first and the second reaction task. The
corresponding properties that identified distillation are
vapour pressure and the normal boiling temperature.
The comparison of the reactant mixtures at the end of
the respective reaction tasks takes place in the next steps
of the algorithm. The intermediate product after the first
reaction task is compound 12, while the final product
after the second reaction task is compound P. The
binary property ratios for the adjacent binary pairs with
a gpecified product, as well as the “possihility
distribution” p(rj) or the scaled binary property ratios
srj are compared in table 2.

From the comparison made, it is obvious that the
separation of the intermediate product 12 in aditillation
column after the first reaction task is much easier than
the separation of the fina product P. Furthermore, the
byproducts that come along from the first reaction task
to the second do not form any separation boundaries
with the fina product P that endanger its recovery or
purity. However, the reaction rate of the reaction
yielding the final product increases as the volume of the
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Table 2. Comparison of the separation tasks after the 1%
and 2™ reaction task

Separation Adjacent T Srjj or
task binary pair u(rip)
Binary property ratio r; for vapour pressure
After 1% 12/R1 89.77>15 | 59.85
reaction task
After 2™ R1/P 9.84>15 6.56
reaction task P/I1 13.62>15 9.08
Binary property ratio r normal boiling point
After 1% R1/12 1.39>102 | 136
reaction task
After 2™ P/12 123>102 | 121
reaction task R3/P 1.03>1.02 1.01

reactant mixture decreases. The application of the
algorithm rules indicates that a separation task should
take place between the two reaction tasks.

The only way the last separation task could be
avoided is if the second reaction task had a recovery
equal to 1 (100% conversion), which can not be
achieved. Thus, the find batch route consists of the first
reaction task, separation in a batch distillation column,
the second reaction task and the final separation also
with batch didtillation, as shown in fig. 4.

R1 R2 S R3

L

1 st
Reaction |—»
task

—® |

——®

ond p, = 0.99

Reaction |—
task

Batch
Distillation

Batch

p,=0.99 Distillation

Fig. 4. The suggested batch route for the case study
from the synthesis algorithm

The last two recoveries in the sequence are found
solving the system of equations:
rl* rg* r3* 4= 0.9 (4)

P/{(12+R3) + P} =
(ro* 2% ra* 1" Nimes) [{ (251 12* (1=43)+ 1% 12*15%14)* Nipeo} =

p
(1 1213 )3 1} = ps = 0.99 )

wherer; and r, are dready known (from assumption of
re equality). One can calculate the required recoveries
r;=0.9952 and r,=0.95.

The agorithms for batch reaction and didtillation
have been applied respectively for the tasks in the
sequence providing the individual operationa models,
in terms of heating profile or reflux ratio profile. All
operationa models were feasible and able to reach the
end objectives for each task. The suggested batch route
was compared to an aternative route consisting of the
two reactions tasks and a separation task in the end and
it was found to be at |east 76% faster.

Conclusions

A methodology for the synthesis of batch processes
has been devel oped and presented in this paper. A rule-
based algorithm for the generation of the batch route has
been developed, while other agorithms provide the

operationa design of the individua tasks of the batch
route, which make it complete. The synthesis algorithm
identifies the easiest and most feasible separation
technique for each separation task and the position of
the separation tasks in the sequence. This is done
without the use of rigorous optimization techniques, but
rather based on thermodynamic and process insights
(reaction and mixture analysis). The exact procedure for
the generation of a batch route has been provided in an
easy and systematic way. The synthesis algorithm has
been applied to a case study and the suggested route has
been verified as feasible by dynamic simulation. The
suggested route was also compared to an aternative
route and found to be much faster. The route can further
on be used as a starting point of dynamic optimization
and for scheduling and planning purposes.
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Application of Fly Ashin Concrete

Abstract
Fly ash, a by-product from pulverized coal combustion, is utilized in the concrete manufacture where it serves as
partia replacement of Portland cement. The residual carbon in fly ash is known to interfere with the chemicals
added to the concrete to enhance air entrainment. The degree of adsorption is not only related with the amount of
residual carbon, but aso the properties of this carbon. The main objective of this project is to obtain knowledge of
how the combustion conditions of pulverized coal is related with the amount and properties of the residual carbon in
fly ash with emphasis on its utilization in concrete.

Introduction

About 24 % of the dectricity produced worldwide
(2002) is generated in coal fired power plants. As a
conseguence, large amounts of solid materials such as
bottom ash and fly ash are produced. The demand for
environmentally clean and cost effective power
generation has increased the motivation of fly ash
recycling.

The pozzolanic property of fly ash i.e. its capability
to react with water and calcium hydroxide to form
compounds with cementitous properties at ambient
temperature, makes it useful in the concrete industry
where it serves as partial replacement of cement [1].
Several benefits arise from this including increased
strength of the concrete and economic savings in the
concrete manufacture due to the lower price of the fly
ash compared with cement. For typical durable concrete
the amount of fly ash ranges from 15 wt% to 35 wt%
[2].

To improve the resistance of concrete toward
freezing and thawing conditions, air is entrained into the
concrete paste [3]. The amount of air (typicaly 5-6
vol%) is controlled by special surfactants called air-
entraining admixtures (AEAS). These surfactants
adsorb strongly to the air-water interface with the result
that the ar is distributed into small stabilized air
bubbles (<0.25mm).

The utilization of fly ash in concrete has been
reported to interfere with air entrainment in concrete
[4]. Instead of being collected at the air-water interface,

the AEAs are adsorbed by the fly ash and thisleads to a
decrease in the amount of air entrained. Increasing the
dosage of the AEAs may compensate for the adsorption
loss, but normal variations in ash properties leads to
large and unacceptable variations in the entrained air
[5]. The degree of interference of fly ash with air
entrainment in concrete is usually determined by the
foam index test, which is a smple laboratory titration
procedure [6].

Even though modern coal fired power plants have
high burnout efficiencies, significant amounts of carbon
still exist in the fly ash after combustion. This residual
carbon and not the minerd matter of fly ash are
responsible for thisadsorption of AEAS[5]. A large part
of the carbon surface is non-polar compared with the
polar surface of the mineral matter. This provides active
adsorption sites for the hydrophobic part of the
surfactants, thus the carbon competes with the sites at
the air/water interface [7].

The problem with air entrainment in fly ash concrete
has worldwide lead to regulations for fly ash application
in concrete taking the presence of carbon in fly ash into
account. These regulation are based on a maximum
limit of the amount of carbon in fly ash, e.g. according
to the Danish Standard DS/EN 450 the carbon content
in fly ash are not alowed to exceed 5 wt%. However, in
recent years the carbon content of a fly ash has been
found insufficient as a criterion for its application in
concrete and problems with air entrainment has been
observed with fly ashes having levels of carbon below
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the limits [5]. These observations have lead to further
studies of the interactions between AEA adsorption and
carbon in fly ash; factors such as accessible surface area
and surface chemistry of the residual carbon are
believed to also affect the AEA adsorption [7]. In other
words, not only the amount of carbon in fly ash but also
the properties of this carbon influence the application of
carbon containing fly ash in concrete.

The combustion conditions under which the fly ash
has been produced influences the properties of the
residual carbon. The worldwide introduction of
improved burner technologies in order to reduced NO,-
emissions has lead to problems with achieving a correct
amount of air entrainment in fly ash concrete [8]. These
burner technologies work with hot fuel rich zones in
order to combust under reducing conditions and these
conditions are believed to create fly ash being poor in
quality in terms of concrete utilization.

Specific Objectives

The am of this project is to obtain further
knowledge of how the combustion conditions of
pulverized coal influences the fly ash quality for
concrete utilization with emphasis on the air
entrainment in concrete. Furthermore, since the foam
index test is not standardized and has a low
reproducibility, steps will be taken towards the
development of a standardized test method to replace
thistest.
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PEGylation of Enzymes. Novel In-Vitro M ethods
for Their Study and Scale-Up

Abstract

The process of attaching polyethylene groups (PEG) to enzymes needs to be controlled in order to obtain PEG
conjugates with the desired properties. Magnetic adsorbents with appropriate ligands can be used for binding
enzymes in their active site, thus orientating the protein and protecting the catalytic pocket. It is proposed that the
immobilised enzyme can then be added to activated PEG and the time of exposure controlled due to manipulation
with a magnetic field. The enzyme chosen for study in this project is Savinase and magnetic supports having
bacitracin as the ligand have been manufactured and show high affinity for Savinase.

Introduction

Covalent hinding of polyethylene glycol groups to
enzymes (PEGylation) may lead to improved physico-
chemical and hiological properties. For example the
enzyme may be protected against proteolytic
degradation, have improved stability over a wide range
of pH values and temperatures or enhanced solubility
and activity in organic solvents. Furthermore, PEG
covering the surface of an enzyme shidds the protein
from the immune system leading to reduced
immunogenicity and antigenicity. Evasion of the
immune system is important for protein based
therapeutics but also for applications such as low
alergenic washing powder. The attachment of the
correct amount of PEG groups in the right positions on
an enzyme is fundamenta to obtain the desired
properties. Conventional batch PEGylation, however,
often gives rise to a family of by-products with too few
or too many PEG groups, leading to reduced product
yield, and also requiring concentration and purification
of the desired PEG-conjugate. Therefore a scaleable
process with improved control over PEGylation is
desirable.

Specific Objectives

The concept behind this project is that it is possible
to bind an enzyme via its active site to a magnetic
support by using an affinity ligand (Figure 1). The non
porous nature of the adsorbents leads to rapid binding
and adsorption that can be conducted in a pipe reactor
with short residence time (eg. seconds).

M agnetic core material
super paramagnetic properties
non-por ous
small sizes (<1 pm)

Coating
thin layer
easy toderivatise
gives corrosion protection

Enzyme

Ligand
Figure 1. Schematic representation of enzyme binding
to affinity ligands on a magnetic adsorbent. The
adsorbent core is superparamagnetic (no remnant
magnetism when removed from a magnetic field). Thus
the supports can be captured or released from a
magnetic filter when the field is turned on or off. The
small support size increases the surface area to volume
ratio giving high capacity. Coupling chemistries and
ligands used for chromatography adsorbent manufacture
can be employed.
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Following binding the active site will be protected
from the PEG groups. Also, the enzyme molecules
should all be bound in the same orientation with respect
to the support surface. When this is combined with a
means of controlling the time of exposure of the
immobilised enzyme to activated PEG due to
manipulation with a magnetic field (i.e. rapid removal
from the reactants by pumping at high velocity (10 —
100 m/h) through a magnetic filter), it is expected that
the extent and location of attachment of PEG groups
should be controllable. Furthermore, the use of an
affinity ligand for binding the enzyme permits
concentration and purification of the PEGylated
product. Figure 2 shows the principle behind the process
proposed.

Enzyme of interest o ') ? wqr

Magnetic filter

Pipe reactor 2:
Binding of PEG to
immobilised enzyme

l;ﬁ 65'
@’g‘?

Figure 2. Schematic of the process proposed for
magnetic  support mediated control of enzyme
PEGylation. The enzyme is rapidly bound to the
adsorbent in a pipereactor. Activated PEG is then added
which attaches to the enzyme, the mixture is pumped
into a magnetic filter leading to rapid capture of the
adsorbent-PEGyl ated-enzyme complex and the reactants
pass through. Washing is then conducted and the
PEGylated enzyme is e uted from the supports.

Pipe reactor 1:
Binding of
proteinto

_._ supports

High-Gradient
Magnetic Fishing for
washing and el ution

Magneticsupports Activated PEG

The process proposed above is novel and has never
been examined before, thus the aim of this project isto
examine how magnetic solid phases can be exploited for
conducting in vitro PEGylation of proteins. Specifically
to study: (i) how magnetic supports can be used to
contral the extent of PEGylation of enzymes, (ii) how
the number and position of PEG groups affects enzyme
activity aswell as pH and temperature stability.

Results and Discussion

Different enzyme-ligand modd systems have been
identified with the most promising being the binding of
the subtilisin Savinase, to the inhibitor bacitracin.

Magnetic supports derivatised with bacitracin have
been constructed using divinylsulfone for activation.
The binding characteristics of the resulting supports
have been tested by determining a static binding
isotherm (Figure 3) by adding a defined amount of
magnetic particles to different concentrations of
savinase, removing the particles (at equilibrium) and
measuring the amount of free (C*) and bound (Q*)
protein.

The Langmuir model (eguation 1) fitsthe datawith a
maximum capacity ,Qmax = 3.6 * 10° U/g (158 mg/g)
and dissociation constant, Kq = 1.8 * 10° UL (0.79

UM). These parameters show that the particles have high
affinity for Savinase and excellent binding capacity.

. C
Q = CQ C +K,

*

Eq. 1

40000

20000 o

=]
= 20000 -

C* NPUS)mI
Figure 3: Adsorption isotherm for Savinase. The
concentration of savinase left in the supernatant after
applying the magnetic particles (C*) is plotted versus
the amount of savinase bound on the magnetic particles

Q).

Propylene glycol has been used for euting savinase
from the magnetic supports. Figure 4 shows the
recovery of Savinase in three different elution cycles;
El, E2 and E3. The recovery is approximately 60% in
all samples.

100
90
80
70

60 OE3
50 HE2
40 OEL

30
20
10

0

1 2 3 4 5 6 7 8

Figure 4. Recovery of Savinase activity following
dution with propylene glycol. The numbers of the bars
correspond to the sample numbers on the adsorption
isothermin Figure 3

Identification and quantification of the PEG-
conjugates of Savinase will be carried out using
Electrospray Mass Spectrometry (ESMS).
Determination of the specific sites where the PEG
groups are located requires tryptic digestion of the PEG-
conjugates followed by anaysis of the fragments using
ES-MS.
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Direct Partial Oxidation of Natural Gasto Liquid Chemicals

Abstract
Conversion of natural gas to methanol by a homogeneous direct partial oxidation at high pressure and low
temperature is an attractive industrial process to improve the utilization of the World's naturd gas reserves.
Optimization of the process relies on a fundamental understanding of the interactions between the reaction
conditions and the complex chemistry involved. Detailed chemical kinetic modeling enables such investigations of
the governing chemistry on an el emental reaction level.

Introduction

A dignificant fraction of the World's natural gas
reserves is presently unavailable to the markets of utility
duo to transport limitations. Large quantities are
alocated under the tundra and beneath the sea near the
continental shelves. If a fraction of these reserves could
be captured and converted to a readily transportable
state, it would have a significant effect on the
environmental impact of power production as well as
the production of chemical feedstock. This can be
achieved if the natural gas is converted to a liquid
chemical, known as the gas-to-liquid (GTL) process.

The direct partial oxidation of methane to methanol
or mixtures of oxygenated hydrocarbons in a
homogeneous process is a promising industrial GTL
process. Direct conversion is an exothermic process,
which is superior in terms of energy efficiency and
simplicity to the conventional industrial production of
methanol based on synthesis gas (CO/H,) obtained from
steam reforming of natura gas. Economic assessments
show that the direct process is competitive with the
conventional indirect process if 80% sdlectivity of
methanol can be achieved at 10% methane conversion
in a single pass of the reactor [1]. Previous efforts to
reach this goal have mainly been unsuccessful, which
may to some extent be attributed to theoretical and
experimental shortcomings.

Kinetic Approach

The gas phase partial oxidation of methane is
operated by a free radica mechanism, which is only
partly understood and extremely difficult to control. The
very stable methane molecule must be converted to

methanol without promoting further oxidation to
undesired carbon oxides. The rate limiting step is the
breaking of the very stable C-H in methane. This
typically requires high temperature, which has an
adverse effect on the sdectivity towards the desired
product. The selectivity is greatly improved by applying
relatively low temperatures and high pressure, which are
conditions with alow reaction rate and thus a low yield.
However, this difficulty is expected to be overcome by
interactions with gas phase initiators or sensitizers, e.g.
nitrogen oxides, sulphur oxides and alkali metals.

Project Objectives

The main objective of this project is to identify a
combination of sensitizers and process conditions that
results in a competitive yield and selectivity in the gas
phase direct partial oxidation of natura gas to liquid
products.

Reaction M echanism

The primary reaction pathway that controls the
oxidation of methane at high pressure and low
temperatureis shown in Figure 1. Thereactions are with
few exceptions reversible radical reactions.

Methane is converted to methyl radicals in reaction
(R1), where the hydroxyl radical originates from
initiating reactions between hydrogen and oxygen.

CH4 +-OH <=> CH3 + Hgo (Rl)
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Figure 1. Reaction mechanism for oxidation of methane
a high pressure and low temperature. The width of the
arrows indicates their relative contribution. Intermediate
species are methyl (CHs:), methylperoxyl (CH;00:),
methylperoxide (CH;OOH), methoxy (CHsO-), methanol
(CH30OH), methylhydroxyl (-CH,OH), formaldehyde
(CH,0), formyl (H-CO) and carbonmonoxide (CO).

Subsequent reaction with O, in (R2) leads to the
production of methylperoxyl radicals that decompose
and form methoxy radicals either directly in reaction
(R3) and (R4) or through intermediate formation of
semi-stabile methyl peroxide viareaction (R5) and (R6).

CHj3- + O, <=> CH3;00:- (R2)
CH500- + CO <=> CH,0O- + CO, (R3)
CH300- + CHg: <=> CH30- + CH;0:  (R4)
CH;00- + HO,- <=> CH;O0H + -OH  (R5)
CH3;00H <=> CH;0- + -OH (R6)

The further conversion of methoxy radicals is an
important branching in the reaction network. Reaction
with methane in (R7) leads to the desired product, while
collision with an arbitrary collison partner (M) in
reaction (R8) resultsin decomposition to formal dehyde.

CH3O + CH4 <=> CH3OH + CH3 (R?)

CH3O- +M <=>CH,0+ -H+M (R8)
Formaldehyde is the entry to the full oxidation

branch in the reaction network, so the reaction

conditions should be optimized to favor (R7).

Important Reaction Conditions

A high CH4O, ratio favors methanol formation,
while the opposite has an adverse effect and increases
production of CO and CO,. Thisisadirect result of the
ability of methane to act as an H-donor in the
conversion of methoxy to methanol via reaction (R7),
which thus suppresses alternative reactions with
methoxy. Based on experiences from the literature 10 <
CH4/O, < 30 isrecommended [1,2].

The most promising results reported in the literature
are obtained in the temperature range from 300-500°C
[1,3]. The free radical chain reaction is initiated at a
characterigtic transition temperature and rapidly
continues until full conversion of O, is reached. A
monotonic increase in the methanol concentration is

observed during this converson followed by
stabilization of the concentration on a constant level.
This means that the residence time after full O,
conversion iswithout importance.

High pressure increases the collision frequency, and
thus improves the reaction rate and stabilizes some
important intermediate products. Reported studies of the
pressure dependency indicate a significant increase in
the methanol concentration when pressure is increased
up to 100 bar after which, this dependency declines until
no apparent effect is observed after 150 bar [2].

Nitrogenoxides are the most promising gas phase
sensitizers. This is attributed to a number of recircula-
tion reactions between NO and NO, that either directly
catalyses propagation of the reaction chain in Figure 1
or increases the production of important radicals, e.g.
-OH, that helpsto initiate the chain via (R1).

Kinetic Modeling and Experimental Work
Optimization of the process relies on a fundamental
understanding of the interactions between the reaction
conditions and the complex chemistry involved. For this
purpose, a detailed chemical kinetic model (DCKM) is
under development enabling the user to investigate the
governing chemistry on an elemental reaction level. The
current model describes C;., chemistry using 85 species
and 578 elemental reaction steps that are collected from
available knowledge about hydrocarbon oxidation
chemistry. Validation of the model is currently achieved
from comparison with experimental data obtained from
the literature. However, an experimenta facility is
under construction applying a pressurized laboratory
scale flow reactor designed to handle pressures up to
150 bars at 600°C. Figure 2 shows the performance of
the model when compared to experimenta results
obtained from the work of Thomaset al.,1992 [4].
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Figure 2: Oxidation of 95% CH, with 5% O, at 20 bar and
500 NmL/min. Exp. uncertainty is +5% [4]. Cdculations
are performed in CHEMKIN using the SENKIN code.
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Datadriven and M echanistic M odel based Control and Optimization of
Fed-batch Fermentations

Abstract

Fed-batch processes are widely used in chemica and biochemical industry. Fermentations in biochemical industry
are most often carried out as fed-batch processes. Operation of these processes is not possible using standard
regulatory control schemes because of their non-linear nature and limitations in the production equipment. In this
project a methodology for control and optimization of such processes will be developed based on the use of

mathematical models.

Introduction

Fermentation processes are commonly used in
biochemical industry for production of a wide variety of
products. The true nature of these processes is rarely
fully understood which makes the implementation of
efficient control schemes very difficult. First principle
engineering models are not used because the limited
knowledge about the processes would make them very
time consuming to devel op.

Ancther promising strategy is to develop datadriven
models entirdly based on daa from actua
fermentations. When knowledge about the process is
available a hybrid modelling approach to extract
pertinent information from data can be applied.

The purpose of modelling these processes is to
develop control structures that ensure uniform operation
and optimize the productivity of the process.

This project is a part of the Novozymes Bioprocess
Academy which is a newly established cooperation
between Novozymes A/S, The department of Chemical
Engineering and Biocentrum at DTU.

Process studied

The process studied is fermentation of the
filamentous fungi Aspergillus oryzae for production of
the enzyme amylase. The fermentation is initiated by
transferring the contents of a seed tank to the main
fermentation tank when a certain transfer criterion has
been satisfied. The main fermentation tank contains an
initia amount of substrate and the main fermentation

process starts immediately after inoculation. The main
fermentation is carried out in a batch and fedbatch
phase. When the initial substrate has been consumed by
the microorganisms the fedbatch phaseisinitiated. Feed
dosing is started at alow level and increased toits final
value within a certain time span. The fedbatch phase
continues for therest of the fermentation process.

The fermentors are equipped with sensors for
online measurements of different variables but some
values are only available as offline measurements which
makes closed loop control more difficult and requires a
more accurate model for predicting the variable values.

Inputs Outputs

s

Oxygen Uptake Rate
(OUR)

Substrate Feed

Carbon dioxide
Evolution Rate (CER)

Ammonia Feed

\CAVAVS

Air Flow

pH

Dissolved Oxygen
Tension (DOT)

\l/

Pressure

Enzyme Activity

Weight

Figure 1. Sketch of fermentor used in the fermentation
process
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Specific Objectives

The objective of this project is to develop a
methodology to identify mathematical models which
can predict the behaviour of fed-batch fermentations in
biochemical industry. Based on the identified models it
is possible to control the fed-batch process. The models
may also be developed for optimizing the process
performance. Theresults of the models will be validated
againgt experimental data obtained on the plant and a
control structure based on the models will be
implemented in apilot plant for validation purposes.

Two different modelling strategies will be used for
this purpose: Black-box modeling and grey-box
modelling.

Black-box modelling

Black-box modelling is aso referred to as
datadriven modelling. The advantage of datadriven
modelling is that only limited prior information about
the process is required. The disadvantage is that the
resulting models do not have any physical interpretation
and can not directly provide any information about the
biological state of the fermentation process.

A methodology for generation of such models has
already been developed in earlier projects [1]. It has
been shown that this kind of datadriven models is able
to account for disturbances that occur in the process.
The methodology divides the duration of the entire
batch into time steps, termed grid points. A linear time
invariant model is fitted to each grid point and each
model describes the behaviour of the process between
two grid points. The combination of these linear models
results in a model which covers the entire time span of
the fermentation and approximates the highly non-linear
behaviour of the process. The principle behind this
methodol ogy has been sketched in figure 2.

Qutput variable

A

Measured
L output
...... One step ahead
/ prediction
/ Pure

7 - simulation
| | | |
T+ T —

Grid points
containing local
linear models

Figure 2. lllustration of the principle behind the GoLM
modelling framework

Two types of smulation is shown in figure 2. One
step ahead prediction is a prediction for the successive
grid point based on the information available at the
current grid point Pure smulation is a prediction of the
entire batch based only on the information available at
the beginning of the batch (t=0). The GoLM modelling

framework models deviations from a given reference
trajectory. A reference batch therefore needs to be
specified before a smulation can be carried out. Based
on a given reference batch and atrgjectory for the input
signal/signals exerted on the system all the output
variablesincluded in the model can be simulated.

Successful application of data-driven models shows
that the data contains sufficient information to predict
the behaviour of future batches.

A GoLM mode has been identified based data
from 37 historical batches from a production plant. The
duration of the entire batch has been divided into 112
grid points. One hour intervals have been used for the
first 60 hours and 2.5 hour intervals have been used for
thelast 130 hours. The finer division in the beginning of
the process is due to the dynamic batch phase. Here
strongly varying behaviour is observed as opposed to
the fed-batch phase where the processis less dynamic.

The moded contains 7 outputs and 1 input. These
aregivenintable 1.

Table 1. Output variables and their sampling rates used
for the GoLM model identified.

Output variable Sampling interval

Dissolved O, tension 10 minutes
Enzyme concentration 24 hours

Weight 10 minutes
O, uptakerate 10 minutes
CO, evolution rate 10 minutes
Ammoniaflow 10 minutes
Air flow 10 minutes

Most of the variables are available as online
measurements but the enzyme activity, which can be
regarded as the quality variable, isonly measured once a
day.

Simulations based on this GoLM modd are
presented in the following.

Feed flow setpoint
250 T T T

200

I I I I I I I I I
4] 20 40 60 80 100 120 140 160 180 200

Figure 3. Feed flow set point (input variable) used for
GoLM model. Actual: simulated trajectory. Reference:
Trajectory used in the reference batch.
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Figure 4. Enzyme activity predicted by GoLM model.
OSA: One step ahead prediction. PS: Pure simulation.

Actual: Simulated batch. Reference: Reference batch
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Figur 5. Dissolved oxygen tension predicted by GoLM
model. OSA: One step ahead prediction. PS. Pure
simulation. Actua: Simulated batch. Reference:
Reference batch

CER
T

Figur 6. Carbon dioxide evolution rate predicted by
GoLM modd. OSA: One sep ahead prediction. PS:
Pure simulation. Actua: Simulated batch. Reference:

Reference batch

The model generally provides good predictions of
the final enzyme concentration and it is able to catch
much of the dynamics occurring in the process.
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Grey-box modelling

In the grey-box modelling framework knowledge
about the micro-organism and how the processis carried
out is combined with operational data in order to
develop knowledge based models. A methodology for
development of such knowledge based grey-box models
has already been developed [2]. It is based on the use of
stochastic differential equations which are well suited
for combining first principle engineering modds with
data because they account for random uncertainty and
noise.

The first principles engineering model to be studied
here is proposed by Agger et al. [3]. The modél is based
on the assumption that the total filamentous biomass can
be divided into three distinct regions.

- Active region (xa): Responsible for uptake of
substrate and growth of the hyphal eement. a-Amylase
synthesis occursin thisregion.

- Extension zone (xe): Building of new cell wall.

- Hyphal region (xh): Contains the degenerated
part of the hyphal elements and can be considered as an
inactive region.

The original model contains 5 states, (The 3
morphological states, substrate concentration (s) and
product concentration (p)). During the development of
the modd it has been assumed that no oxygen limitation
is present. In order to be able to model the behaviour at
low dissolved oxygen values and reate the
morphological states to off-gas measurements the model
has been extended [4]. The oxygen concentration has
been introduced as an extra state and as the volume is
changing this also congtitutes an additional state of the
system.

The formation rate of the three regions is given in
equation (1)-(3).

dx
dte =q, — Dx, €))
d
S =t-6-0,-Dx, @
dx,
%% _q.-D 3
qt d, X, 3

If the concentration of active biomass is below a
certain threshold value no production of extensive
region occurs, this phenomenon is included in the
expression for gl. The three kinetic expressions are
given in equation (4) to (6).
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In order to account for the decrease of growth rate
for the active region under oxygen limiting conditions
the last Monod term in eguation (6) has been
introduced.

For more information on the details of the model
please refer to [3]. Simulations based on one industrial
batch are given in the figures bel ow.
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Figure 7. Feed flow set point (input variable) used in

the simulation of the Agger model
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The morphologically structured model presented is
able to predict a large pat of the behaviour of the
industrial fermentation. The modd has been devel oped
in laboratory scale equipment where no oxygen
limitation has occurred in the experiments. In order to
be able to smulate an industrial scale fermentor some of
the modd parameters need to be re-estimated and new
functional relationships have to be introduced.
Parameter (re-) estimation and investigation of new
functional relationships in the mode based on
experimental data are caried out in the software
program  CTSM  (Continuous Time Stochastic
Modelling) (Kristensen et al., 2004).

Conclusions

The limited knowledge about the nature of the
fermentation processes used in industry makes it time
consuming to develop first principle engineering
models. An alternative is datadriven modelling based on
process data. If some information about the process is
available knowledge based grey-box models can be
developed and efficiently used to uncover unknown
functional relationships.

The control structures used today are most often
decentralized and lack the ability to account for
limitations in the process equipment and micro-
organisms. Furthermore industrial operation often relies
on the operators experience and can not be guaranteed
to be uniformly reproducible

In this project both types of modelling are being
explored and the results will be validated against actual
plant data.
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Development of a Computer Aided M odeling System for Bio and Chemical
Process and Product Design

Abstract

This project deals with the development of an advance computer aided modeling system (CAMS) that aids to model
developer in model generation, model anaysis, model identification and model solution in a fast, reliable and
efficient manner. The advantages of using CAMS are highlighted through case studies in terms of reduction of
modeling time and effort. Case studies are related to the steady state, dynamic simulation, optimization and control
of bio- and chemical processes. In particular, in this contribution, the process modeling and a systematic strategy of
solution for a short-path evaporator to obtain the desired product specification is presented. Up to now the results
show that this contribution proposes an integrated modding framework that alows understanding main

characteritics of chemical processes.

Introduction

In general, modeling is one of the fundamenta
activities related to research and development of
processes and/or products. There is an increasing trend
to use computer- aided modding systems (CAMS) and
tools for integrated process analysis. CAMS provide the
opportunity to reduce the time to market and investment
costs through integrated product and process design
with fagt, reliable and efficient modeling steps. CAMS
must ensure the integration of existing tools and models
into a software environment to support mode
construction, anaysis, solution, and validation.

The aim of this project is to highlight the use of a
generic modeling framework for CAMS called ICAS
MoT [1], which is applicable to a wide range of
modeling and associated problems. Severa cases have
been implemented using the current CAMS. Table 1
shows a brief description of the process modds that
have been solved. In this contribution, the process
modeling and a systematic strategy of solution for a
short-path evaporator to obtain the desired product
specification is presented. The model describes the
influence of the evaporator design and the operational
conditions for obtaining an efficient separation and
improving yidd of the desired chemica product. The
model performance isillustrated with the purification of
a pharmaceutical product, using ICAS-MoT for the
model analysis and solution.

Modeling Framewor k

The process of mathematical modd building is a
tril and eror procedure. The iterative feedback/
feedforward nature of this processis shown in Figure 1.
The modd developer usually repeats the steps more
than once. He gets closer reaching the model objectives
with each cycle while, at the same time, refining the
definition of the modeling purpose. The modding
approach can be subdivided into the following steps
[10]: problem definition, system characteristics,
problem data evaluation, model congtruction, model
solution, model verification, and model validation.
Usually al of these steps consume a lot of human
resources and time. However, if the work is divided
between human and computer, so that the computer
assists to the model developer where it is efficient and
leaving to the human the parts that require important
decisions, then time and cost for model devel opment
can be significantly reduced.

The modeding framework used in this work is
ICAS-MoT, which is an integrated modeling
environment to build, analyze, manipulate, solve and
visualize mathematical models. ICAS-MoT provides an
intuitive and flexible way of integrating several aspects
of the modeling needs at different stages of the process
lifecycle, including the following modeling Seps:

@ Model Construction (Trandation): The model
developer does not need to write any programming
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Table 1. Case studies solved in ICAS-MoT

Process Description Type Equations Variables Ref.
Anaerobic bioprocess (two | Parameter  Identification, dynamic | DAE 5 explicit 10 known [2]
CSTRin series) simulation and system optimization. 5 ODE 18 design
Short path Separation technique for thermaly | PDAE, 142 explicit | 1 Unknown [3]
Evaporator unstable materias DAE 17 ODE 177 known
7 parameters
Membrane didtillation Dynamic simulation. DAE 75 explicit | 3 Unknown [4]
5 ODE 17 known
Mass polymerization Steady state and dynamic simulation. DAE 14 explicit | 0 Unknown [5]
reactor MMA 6 ODE 28 known
2 parameters
Emulsion copolymerization | Dynamic simulation for different open- | DAE 70 explicit 2 Unknown [6]
reactor (MMA/S) loop configurations. 4 ODE 36 known
Solution copol ymerization Open-loop steady state andysis | DAE 77 explicit 18 dependent [7]
reactor (MMA/VA) (multiplicity and stability) and dynamic 18 ODE 54 parameters
behavior. 59 explicit
Tennessee Eastman Large scde problem. Dynamic | DAE 175 explicit | 2 Unknown [8]
Challenge problem simulation. Control structure. 30 ODE 168 known
Thermal cracker Profit maximization. The variables to be | NCMP* | 7 explicit 7 design [9]
optimized are the feed amounts. 1 objective | (parameters)
function
Isothermal batch reactor Calculate the optimal residence time to | NCMP* | 4 AE 1 explicit [9]
yield a maximum value of intermediate 3 unknown
product. 2 parameters

* Nonlinear Constrained Minimization Problem

codes to enter the model equations. Models are entered
(imported) as text-files or XML-files, which are then
internally trandated.

(b) Model Anaysis. First, the (non-explicit)
variables and eguations are classified by the user.
Afterwards, several tools and agorithms are included to
ensure that the problem is not ill-posed before going to
the solution step, such as generation and analysis of the
incidence matrix, ingpection for singularity, verification
of the degrees of freedom, and decomposition,
partitioning and ordering of the model equations.

(©) Mode Solution: After an interactive model
andysis step, the appropriate solver for the mode
equations is selected together with a solution strategy.
As solver options, ICAS-MoT provides several solvers
for AEs (algebraic equations), ODEs (ordinary
differential equations), DAEs (differential algebraic
equations) and numerical optimization methods.

(d) Modd Validation: ICAS-MoT permits to
simulate very easily and quickly different models and/or
process configurations in the same environment, since a
core model can be built and gradually expanded during
the process lifecycle generating and passing the results
from one stage to ancther.

(e) Mode Transfer: A COM-object of the solved
model can be generated to transfer it to the ICAS library
and to use in external software (like Excel). A model
transfer is recommended for a repetitive model use, for
example, for different sets of parameters, compound
properties, reaction kinetics and equipment sizing data.

For our case study we will follow this modeling
framework, which should serve as a robust basis to get
an appropriate process description

| Problem
definition

System
characteristics

,,,,,,,,,,,,,,,, Model
: construction

Model calibration |
& validation |

Figure 1. Modeling framework.

Short-Path Evaporator

Conventiona didtillation is one of the oldest
methods to separate liquid or molten substances.
However it is not recommended for substances that can
be degraded under distillation temperatures, such as
vitamins, insecticides, drugs and flavors/fragrances. The
short-path digtillation is a separation technique used as
an dternative in various processes of the chemical,
pharmaceutical, fragrance and food industry. It is a safe
method suitable for separation and purification of
thermally unstable materials, through a small disance
between the evaporator and the condenser, and
characterized by low temperatures, short residence
times of the distilled liquid on the thermaly exposed
surface and sufficiently low pressure in the digtillation
gap (space between evaporator and condenser).
Therefore, the modding, design and analysis of short-
path evaporation (or molecular digtillation) are
important eements in many chemical product
engineering problems.
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Information about the film surface temperature on
the condensation surface is important to determine yield
and purity of the distilled product, as well as to define
the evaporator design (i.e., the feed position and the
evaporator geometry). However, direct measurement on
the temperature profiles in the film of the condensate is
extremdly difficult, so that a key issueis the building of
an appropriate modd that can describe the separation
process as a function of the (concentration, temperature
and veocity) film profiles, and which can be useful for
operation anaysis and process design.

Thus, the aim of this section is to present a
systematic strategy for process modeling with particular
emphasis in analyss and design of a short path
evaporator, to establish the operationa conditions for
obtaining an efficient separation, improving yield and
purity of the desired chemical product.

Process description

The short-path separator consists of a cylindrica
body surrounded by a cylinder, one of them acts as
evaporation surface and the other as condensation
surface (see Figure 2). The liquid material to be distilled
is fed in the evaporation wall. The evaporation and
condensation surfaces are kept at constant temperatures
Twa and Ty, respectively. Dueto the low pressure indgde
the separator, a falling film (without boiling) is formed
and the concentration and temperature profiles (see
Figure 3) of the most volatile compounds decrease in
the axia and radia directions.
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Figure 2. The short-path evaporator
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Figure 3. Temperature profile.

Mathematical Model

Let consider the liquid films on the evaporation and
condensation walls ae much thinner than the
corresponding cylinder diameters then rectangular
coordinates can be used. The mathematical model for
the short-path evaporator under steady state comes from
momentum, energy and mass balances for both
evaporation and condensation films as follows [3].

Momentum balance

In most cases of short-path evaporation, the
evaporating liquid is highly viscous and hence the
Reynolds numbers are small. The Navier-Stokes
equation (at steady state) for laminar regimen describes
the velocity profile (v) of falling film

v(z)$=—g )

This has the following boundary conditions
v(0,2)=0, v(h,2) =V, (2

Wherev isthe velocity, g isthe gravity constant, and
y and zaretheradial and axial coordinates respectively.

Energy balance
The temperature (T) profile in the falling film is
given by the equation

aT(y,z2) 4 |9°T(y,2) 9°T(vy.2)
1 = 3
v(y:2) 0z pCp{ ay® " 0z’ @
With boundary conditions
T(y,0)=T, (49)
T(0,2)=T, (4b)
ﬂM = AHY .k (40)
dy y=h

Where 4, p,Cp, AH"® are the thermal conductivity,
density, thermal capacity and heat of evaporation of the
multicomponent mixture respectively.

Mass balances
The composition (C;) profiles for each component
are calculated from the diffusion equation

2 2
v(y,y S Wd)_p | 7G2G (y.2
0z ay 0z
i=1... N ®)
Where D; is the diffusion coefficient for the i-th
component. The boundary conditions for Eq. (5) are

’

C(v.0)=C, (6a)

127



G027 _, (6h)
ay
9C (v.2)

D, y . =1,(2) (6¢)

Rate of evaporation
The flow rate |; for each component is describe by
the continuity equation

a1,(2)
0z

=—27-Rk, i=1...,N (7)

Where the effective rate of evaporation (k) is
calculated through a modified Langmuir-Knudsen
equation [11]

eoon S i)

i=1,...,N (8)

It contains a factor (P/P,«) for correcting the vacuum
pressure of operation, as well as a correction that takes
into account the anisotropic properties of the vapor,
where S is the mean path of vapor molecule, h is the
distance between evaporator and condenser, n is the
number of intermolecular collision before the vapor
reaches the isotropic state, F isthe surfaceratioand x is
the anisotropy of the vapor phase given by

F=ﬁ, logx=02F +1.38(f +0.1)°  (9)

A¢ and A, are the condensation and evaporation
areas, respectively. The effective rate of evaporation
[Eq. (7)] dso depends on some mixture properties (the
vapor pressure p*® and molecular weight M; of each
compound) as well as on design parameters (the radius
of the evaporator insde cylinder R and the surface
temperature Ty).

Thicknessfilm

Finally, an important variable of interest is the
thickness film (h;) along the evaporator height that is
calculated asfollows [11]

h(2)= 3/%@].& (2) (108)
Where

I(z)=§|i(z) (100)
c=>c(2) (100

i=1

Strategy of Solution

In order to solve the evaporator model that involves
PDAEs [Egs. (1)-(10)], Method of lines using centered
finite difference is applied considering an M-point
discretization scheme for the radial coordinate “y” as
shown in Figure 4 [12]. Good performances can be
achieved with a minimum value of M = 10. Afterwards,
the resulting DAE system is solved through ICAS-MoT
using the Backward Difference Formula method. One
particular advantage of the integrated ICAS is that all
physicochemical properties are called from modules that
can be easily integrated to the short-path evaporator
model. Therefore a large number of chemical products
can be studied very fast and with minimum effort.

=0 _—

/ y=hyfz)

z; {\ =hiz}

l

z=L

Figure 4. Discretization scheme.

y = h(0)

Model evaluation
Case study: a pharmaceutical mixture

Consider the process production of a drug where
after the reaction stage, the active molecule of the active
pharmaceutica ingredient (API) is formed. Then the
resulting liquid mixture composed of six heat sensitive
compounds (that are called A, B, C, D, E and F for
confidentially reasons) needs to be purified. A is the
lightest and more volatile compound and F is the one
with the highest boiling point. The role of the short-path
evaporator is to separate the active molecule (form
mainly by C, D and E) together with the inert
component F from the feed multi-component mixture
coming from the reactor.

Mode analysis

The classification of variables and model equations
was done through ICAS-MoT as follows: (a) there are
128 equations sorted as 17 ODEs, 1 implicit and 110
explicit AEs, and (b) 306 variables sorted as 17
Dependent, 1 Unknown, 4 known, 174 Parameters, and
110 Explicit. Afterwards, the incidence matrix, degrees
of freedom and non-singularity were verified to ensure
that the problem was not ill-posed before going to the
solution step.

Smulation results

The feed flows as wel as experimenta and
caculated flows of the didtillate and residua are
reported in Table 2, where it can be seen that the model
is ableto predict quite satisfactory the exit flow rates.
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Table 2. Experimenta and calculated flow rates
of digtillate and residudl.

Experimenta flows Calculated flows
Compound (kmol/h) (kmol/h)

Residud Didtillate Residud Didtillate

I I I I
A 0.0 6.11x10° 0.0 6.11x10°
B 0.0 1.22x10° 0.0 1.22 x10°
C 4.46x102  2.61x10°  4.46x102 2.61x10°
D 1.88x10* 2.09x10°®  1.87x10* 3.07 x10°
E 2.16x10° 6.79x10°%  2.14x10° 2.46x10°

F 6.66x10™ 0.0 6.66x10™ 0.0

As the chemical product (C, D, E and F) is obtained
as the residua in the short-path evaporator, then the
surface velocity, temperature, thickness and some flow
rates are shown for the evaporating film in Figures 5
and 6. Therisein temperature (Figure 5) isrelated to the
evaporation of compounds A and B as can be seen in
Figure 6. In fact, A and B are the main compounds that
are evaporated from the mixture and are obtained as
digtillate product. The surface velocity (Figure 5) has a
rapid increase at the firg part of the evaporator axial
position achieving a maximum point, and then
decreasing dlightly due to the decrease of the total
evaporation rate. Figure 6 also shows the dependence of
the film thickness throughout evaporator cylinder axis.
Film thickness decreases with the increasing surface
temperature due to evaporation. Both film surface
temperature and film thickness turn asymptotic as soon
as a constant film thickness has formed.
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Figure 5. Surface velocity and temperature.
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Figure 6 Film thickness and flow rate for compound A.

Conclusions

A short-path evaporator model has been presented
for the purification of multi-component mixtures. The
modeling methodology presented illustrates how the
design and analysis aspects of a short-path evaporator
are related to the purity and sability of the chemical
product and the corresponding conditions of operation.
The process flexibility allows designing the separator in
such way that the mixture to be separated can be fed
either in the cylindrical body or in the outside cylinder
wall, depending on whether the chemica product need
to be recovered as a ditilled product or concentrated as
the heavy residue. On the other hand, the results also
highlight the importance of a general-purpose and easy
to use modeling toolbox for computer-aided design and
anaysis of complex process operations.
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Formation of Enzyme Granules by Spray Drying

Abstract

The droplet drying process which takes place insde a spray dryer isinvestigated using both a modelling based and
an experimental approach. The modelling is carried out to quantify the phenomena controlling the drying kinetics
and to achieve a fundamenta understanding of morphology formation. Experiments are conducted to support the
theoretical approach and validate devel oped models. The knowledge obtained by the investigations is used to meet
product requirements such as mechanically stable particles and a narrow particle size distribution when spray drying

enzyme containing durries.

Introduction

Spray drying is of one severa methods used in
industry for conversion of a solution or durry into a
dried powder product. Spray drying is a flexible process
which alows production of powders with many
different properties such as a special particle size,
particle morphology and residual solvent content.
Enzymes for detergents are subject to spray drying
because product handling is easier and enzyme stability
is better than in liquid formulations.

In production of enzyme granules it is crucial that
the formed particles have a low porosity to provide
mechanical stability. Further, the particles must have a
narrow size distribution to prevent segregation in the
fina detergent product. These particle properties must
be obtained while avoiding thermal enzyme deactivation
due to the high temperatures which exigt in the spray
dryer.

Though spray drying is used in numerous industrial
applications fundamental understanding of drying
kinetics and morphology formation remains limited.

Spray Drying and Single Droplet Drying

In spray drying a durry or solution is fed to the
drying chamber where it is atomized (figure 1). The
formed droplets are mixed with a hot gas and the
contact between the droplets and the gas causes the
solvent of the droplets to evaporate, leaving dried
particles. These particles may subsequently be separated

from the gas stream, using a cyclone or a particle filter

[1].

Feed

Drying
chamber

Gas (out)

product
Figure 1: Spray dryer

Droplets drying in a spray dryer undergo different
periods with different rates of evaporation and droplet
temperatures. Changes in droplet mass and temperature
during the course of drying is shown on figure 2.

After atomization the droplet experiences initial
heating followed by a period where the evaporation is
fast because the solvent is readily available at the
droplet surface. As drying progresses the droplet shrinks
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and the concentration of solute at the droplet surface
increases. The concentration is a significant resistance
to evaporation and the rate of mass change decreases.
This givesrise to considerable droplet heating [2].

A B C D

Figure 2: Mass and temperature change during the
course of drying for a droplet in a spray dryer. The
formation of a solid dense particle is shown — darker
col or indicates higher concentration.

The droplet drying process is complex and several
different morphologies may form depending on drying
conditions and the nature of the droplet (figure 3).

11..

Figure 3: Examples of different morphologies of spray dried particles
(3.

Specific Objectives

In this PhD project the effect of formulation on the
drying kinetics and morphology formation of enzyme-
containing granules during spray drying is investigated
and modelled. This knowledge is subsequently used in
the design of improved granules (i.e. stable particles
with uniform size distribution). Also, methods to avoid
enzyme deactivation are suggested.

Experimental Work

A novel apparatus has been built in a previous PhD
study (Kére Jargensen), which allows well-controlled
spray drying experiments to be performed. In the initial
investigations simplified enzyme granule formulations
(i.e. granules containing the main compounds needed
for establishing a representative drying behaviour) are
used. The various effects of the individua compounds
and their potential interactions ae mapped.
Subsequently, full commercial formulations are used to
anadyse the consequences on the particle formation
process. Further, the influence of drying conditions and
formulation on enzyme activity is investigated.

Modelling

The experimental investigations from the laboratory
are supplemented by theoretical moddlling studies. The
various phenomena controlling the drying process are
quantified and the most important ones identified.
Coupling the thermodynamic properties of the
formulation mixture is important in order to achieve a
fundamental understanding of drying kinetics and
morphology formation. Based on model simulations,
possible solutions for formulation changes are proposed.
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M odeling and Design of Chemically For mulated Products

Abstract
The project in general is about the development of a computer aided method for identification, design and modeling
of “intelligent” multifunctional chemically formulated products. The products in this case are the polymeric
membranes that could be used for the membrane based separation processes. The modding issues will deal with the
integration of property models to the more general process operation models as well as the product application
models.

Project Description

The project revolves around the design of polymeric
membranes and the design/analysis of various
separation processes where they are typically used. A
homogeneous, non porous polymeric membrane is a
semi-permeable barrier, which separates two phases,
and filters various components of different sizes
sdlectively. While a porous membraneis just afilter that
separates components by a sieving mechanism or
diffusion kinetics determined by the component size, the
pore size, and overall porosity.

It is proposed to develop separation models for
different membrane based separation processes. A part
of project includes designing of the polymers for a
given separation in terms of the properties of these
polymers, which would need the development of
models for the estimation of needed properties of the
polymer membrane. The focus is on developing a
systematic approach to deal with membrane separation
processes in product — process devel opment. This could
be achieved if a systematic framework for design and
anaysis of membrane based processis developed that is
able to propose the candidate polymer for the
membrane that could be used for a desired separation
with proper justification and validation.

Initialy, two types of problems are proposed to be
handled. The first type deals with designing only the
functional part of the separation process. Polymer used
for the system is essentidly fixed. A model would be
developed for a membrane based separation system that
gives the degree of separation for a given fixed
(selected) polymer and a given mixture to be separated.
This would also need some experimental data to

validate the models developed. The separation process
that would be studied first in this kind of problem is
Membrane distillation.

Another type of problem, which is more complete in itsdlf,
would include both the designing of the separation system and
the design of the membrane that needs to be used. Here the
polymer that could be used is a variable and would be chosen
based on the mixture to be separated. The strategy would be to
check for the best polymer candidates among all the possible
polymers for a given mixture based on both the degree of
separation and the obtained fluxes. Once the appropriate
polymer is identified then the problem essentialy reduces to
designing of the separation process. Models would aso be
developed to validate if the polymer so found actualy can
perform the separation to a desired degree. The separation
processes that would be included for this analysis are
membrane based gas separations and pervaporation. For both
these membrane processes the property of the polymer that
must be calculated in order to design it is the permeability for
which the model s would be devel oped.

Thefirst type of problem could be used for already existing
industries and it could help the operator in deciding upon the
value and effect of certain variable parameters like
temperatures, pressures, flowrates etc. for a better
performance. The solution could also be used to find/analyze
aternatives to current conventional separation techniques
(such as digtillation).

The other problem is proposed to have its
applications where a new process is planned to be
established. Here aso, better and sustainable
aternatives to currently used separation techniques are
being sought.
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The later stage of the project would deal with the
formulations of the basic polymeric membranes that
would enhance the performance and would lead to
improved results. Formulations could be both of the
system that needs to be separated or a copolymer
(which is a blend of two polymers) or a structura
polymer (a polymer where the repeat units are arranged
in a particular manner to improve the performance).

The schematic overview of the project is given below in
Figure 1 and the various polymer based membranes and
their applications in separation processes is given in the
Table 1.
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Project Definition

v

A4

Polymer based M embranes
(Generation of feasible candidates)

Problem Description:

Given: A sat of target (desired)
properties of the membrane (such as
permeability).

Find: The structure of the polymer
repeat unit.

A

Membr ane based Separation
Process Design
(Test and validation of alternatives)

Problem Description:
Given: A set of membranes.

Veify the design of the membrane
and its application in various
membrane based separation processes

Figure 1: Schematic Overview of the project

Types of polymer based membranes

Separ ation processes wher e applicable

1. | Cdlulose acetate, Polysulfone, Silicon rubber, Membrane based gas separations
Polyimide, Polysulfone amide, Polyphenylene oxide
Polyacrylate, Alkylsulfonylethylated polyvinyl -
acohol.

2. | Sulfonated polyethylene membranes, Polyacrylic Pervaporation

acid, Paly vinylpyrrolidone, Polyvinyl alcohol, Paly,
dimethylsiloxane, Poly substituted acetylene, Poly
tetrafl ouroethylene-paly vinylpyrrolidone.

3. | Cdlulose nitrate or acetate, polyvinyledine difluride
polyamides, Polysulfones, Polycarbonate,
Polypropylene, Paly tetrafl ouroethylene, Teflon,

Micrafiltration

Polyethylene.
4. | Polysulfones, Paly ethersulfone, Polyimide, Celul- | Ultrafiltration
ose acetate, Poly acrylnitrile, Poly vinylalcohal, Poly
phenylene sulfide, Poly propylene, nylon —6, Poly
tetrafl ouroethylene, Poly vinyl chloride
5. | Polysulfones, Polyamides, Polyureas Reverse Osmosis

6. | Poly tetraflouroethylene, Poly ethylene, Poly
propylene, polyvinylidenediflouride, Céellulose
nitrate.

Membrane Didtillation

Table 1: Polymer based membranes and their applications
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Prediction of the Solubility and Diffusion Properties of Pesticidesin Polymers

Abstract

A model capable of predicting the release of an Active Ingredient (Al) from a specific device would be very useful
in the field of pesticide controlled release technology for design purposes. For the release of an Al from a
microcapsule a mathematical moded is briefly presented, as an introduction to the principal objective of this work,
which is the prediction of the model parameters (diffusion and partition coefficients). We focus here on the
estimation of the partition coefficient of the Al in the polymer through activity coefficients that are estimated with a
group-contribution model for polymers (GC-Flory E0S). This model is extended to suit the needs of the complex
pesticide molecules. The extension of the GC-Flory EoS model, together with a case study dealing with the release

of a pesticide from amicrocapsule is presented.

Introduction

Controlled release technology was initidly
developed by the pharmaceuticd industry with the aim
of producing oral drug forms that could keep an
effective drug leve in the body avoiding, at the same
time, the side effects caused by the administration of
high doses of these drugs. Later on this technology was
taken up in the pesticide industry for the controlled
release of pesticides. The improvement in this field
consists of an extension of the crop protection with
respect to the conventional methods (for example,
spraying the pesticide solution over the crop), together
with areduction of the amount of pesticide used and the
number of applications needed (optimization of the
dose). Another advantage is the fact that the
encapsulation of the pesticide diminishes the
environmental hazards and the human toxicity.

A great effort has been made up until now in
developing mathematical models to describe a wide
variety of existing controlled release devices. These
systems consist generally of a pesticide encapsulated or
incorporated within a polymer membrane, therefore the
most critical properties of these models are the ones that
relate to the pesticide and the polymer, that is, the
solubility of the pegticide in the polymer and its
diffusivity through the membrane.

The objective of this work is to convert the
available controlled release models to their predictive
forms in order to aid and simplify the product design
process. The firs step is the development of a property

model for the prediction of the solubility of the pesticide
in the polymer that together with a microcapsule model
[1] can describe the release behavior of the pegticide
from a fabricated device for different pesticide-polymer
combinations.

M odeling of controlled release

Thereisawide variety of controlled release devices
for pesticide delivery to the environment. Here, only the
microcapsule type is considered as this is the device of
interest in this study. A microcapsule consists of an
active ingredient that is enclosed within a polymer
membrane, as shown in Figure 1. There are severd
commercial examples of these reservoir systems
containing encapsulated pegticides for  different
application purposes[2].

Llembrane Core

Release e I

. T
medium

Figure 1. Microcapsule picture (Ieft) and schematic
representation (right).

In an earlier work a mathematical model was
developed [1] to describe the delivery of an Active
Ingredient (Al) from a microcapsule. This mode
considered a normal distribution of the size of the
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microcapsules (Eq. 1), to account for the different
microcapsule radii (r), with amean value of the radius x
and a specified standard deviation o. The controlled
release was modded using the equations for non-
constant activity source (Egs. 2 and 3, [3]), derived from
Fick's law of diffusion, that provided the concentration
dependence with time. More details of the model are
given in [1], where the model has been solved and
validated with experimental data.

(rim0)= | J%G exp(— o j )

Kmld 1- &'ki Cd initia X
Km/d Vd Y

X exp _% Vi Kinie Vo Ko t (2)
h \A'A

dc, _DA
dt  V,h

dﬁ:D_AKmldCd,initial exp _M ﬁ_{_ﬁ t (3)
dt  V,h v,h (K. V,

Through a careful study of the model equations it
has been observed that there are two parameters that are
critical for the applicability of the model to awide range
of products (different microcapsules and pesticides).
These two parameters are the diffusion coefficient and
the partition coefficient. In this paper, a predictive
model for pesticide partition coefficientsis presented.

Partition coefficient

The partition coefficients (Kyg and K.y), are
defined according to Eq. 4. In a general manner, these
partition coefficients can be represented by Ky,
where the membrane (m) is a polymer (p), and the
donor (d) and release medium (r) are solvents (solv).

It can be seen from Eq. 4 that values of infinite
dilution activity coefficients of the Al (1), Q"1 &y and
Q%1 are needed. These can be obtained from a suitable
predictive model for activity coefficients.

_ QZJW (4)

p/solv oo
Qp

The solubility of Al's in solvents has been widdy
studied (being an essential part of formulation design),
thus the activity coefficient of the Al in the solvent can
generally be calculated from experimental data. In the
case of Al solubility in polymers there is still alack of
experimentd data. Therefore, our interest is focused on
the estimation of the activity coefficients of Al's in
polymers. For this purpose a group-contribution model
(GC-Flory EoS, [4]) has been chosen, with an exigting
parameter table that provides accurate and predictive
results, which can be further extended in order to

include the complex pesticide molecules. A test of the
applicability of the GC-Flory EoS model to complex
drug molecules (comparable to pesticide structures) has
been reported el sewhere [1].

GC-Flory EoS model

The GC-Flory EoS ([5], [4]) is a group-contribution
method based on a modified form of the Flory equation
of state for polymer systems [6]. In this paper the
revised model form of the GC-Flory EoS [4] is used.
The equations of this model can be found in [4] and
therefore, not given here.

The GC-Flory EoS modd has certain advantages
over other smilar polymer modes, such as the
Entropic-FV [7] or the UNIFAC-FV [8] that need
precise data of the density of both solvent and polymer
at the studied temperature. The GC-Flory EoS, on the
other hand, does not need pure component or mixture
properties for the calculation of the activity coefficients
apart from the molecular structure of the Al and the
polymer repeat unit.

At the same time as being ssimple, it provides good
qualitative predictions for al kinds of compounds, as it
has been shown previously [9], [10].

For the extension of the GC-Flory EoS in order to
include the pesticide (Al) molecules, some new groups
have been introduced. The group definition is based on
the UNIFAC group description, and the group-
parameter estimation is done following the procedure
suggested by [4], where experimental data for thermal
expansivities and enthal pies of vaporization are used for
estimation of the pure component parameters (C; and
e¢mm), While VLE data of low molecular weight
compounds is used to estimate the group interaction
parameters (gm)-

GC-Flory EoS model: Extension of the parameter
table

In this section the new groups and the estimated
parameters (C, gnm and €,,) are presented in Tables 1
and 2. The new group parameters have been estimated
through experimental data involving low molecular
weight compounds, not polymers ([11], [12], [13] and
[14]). The particular set of compounds and their
corresponding groups are considered because these
groups are needed for the pesticides of interest, in this
case the Pyrethroids (which are rdevant for controlled
rel ease formulations).

Table 1. Group R,, Q, and C values of the GC Flory
EoS for the new groups
Man

group Subgroup Rn Qn cTO,n cT,n COn
aC-O aC-O 0.6091 0.360 -0.2303 -201.8 -0.9068
aC-OH aC-OH 0.8952 0.680 -0.2628 -133.5 0.1161

Cl-(C=C) CI-(C=C) 0.7910 0.724 -0.1804 -57 0
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Table 2. Group-Interaction Parameters €y and eqp,
Calories/g-unit

aC-0 aCOH Cl-(C=C)

CH, 928.8 306.9 6.881
aCH 970.7 282.9 -4.643
CH,CO 732.8 -356.9 -41.85
COO -2638. -390.5 5.956
COOH 239.9 -173.1 86.13
CH,0O na na -112.8
c=C 1153. 232.8 -55.14
ccl 293.2 246.8 156.2
CCl, na na na
CCl; na na na
CCl, na 214.3 -4.140
ACCI 456.8 -395.1 na
CH;OH 662.9 -227.3 89.48
OH -1038. na 231.0
H,O na 566.0 na
aC-O -611.8 1261. 4.36
aCOH -1336. na
Cl-(C=C) -631.9

In order to test the new estimated parameters several
activity coefficient calculations have been performed
with solvent-polymer systems containing the new
groups. In these systems the solvent represents the Al
compound, given that no data of Al-polymer systemsis
currently available. The systems included in these
calculations contain aromatic ether, phenolic and
chlorinated hydrocarbon solvents, together with
different acrylic, vinyl polymers, and polyethers. The
results have been compared with experimental data
([15], [16] and [10]) in terms of plots of the logarithm of
experimental values (Qep) and the logarithm of the
predicted values (Qcac), see Figure 2. In Table 3 the
results in terms of absolute average percent deviations
from experimental data (AAD%, Eq. 5) are presented
for each of the new groups.
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Figure 2. Comparison of experimental and predicted
values for polymer systems

Table 3. Summary of the comparison of prediction and
experimentd results of infinite dilution activity
coefficients for polymer-solvent systems

aCoO aCOH CI-(C=C) Totd
nr datapoints 27 8 24 59
% AAD 19.97 25.09 31.41 25.32
NQE - Q
where: AAD%:iZW—““*loo (5)
N < Qi o

From Figure 2 it can be observed that the model dightly
under predicts the value of the infinite dilution activity
coefficient (points below the diagonal). There are a few
values that are over predicted (points above the
diagona). The results can be considered acceptable for
the purposes of this work, due to the qualitatively good
accuracy of the predictions (majority of points near the
diagona, not important scatter).

It is important to note that al the data used in the
previous comparisons is at infinite dilution due to the
lack of experimental finite concentration activity
coefficient data for the groups of interest. The
estimation of activity coefficientsis usually better in the
non-dilute region, thus the results presented are
considered acceptable.

Note that none of the mixtures used for the test with
polymers were included in the parameter estimation.

GC-Flory EoS model: | mprovementsin the aromatic
ether group

The new estimated parameters have also been
evaluated for aromatic ethers. Using the new group aC-
O sdignificant improvement could be achieved, see
Figure 3 and Table 4, where the calculated results with
(new groups) and without (old groups) the use of the
new aC-O group is highlighted. The experimental data
[10] contains different molecular weight Polystyrene at
several temperatures.

23
2.2

e W

e

+ (@) old groups
o . 60 © (b) new groups
14 ‘ ‘ ‘ : :

14 15 16 17 18 19 2

In Qwap

Figure 3. Comparison of estimation of sol vent-polymer
activity coefficients with the two different sets of
parameters. Range of confidence (---).

21 22 23
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Table 4. Group description and error comparison with
the two different sets of parameters

error in Q” .
Group description
AAD(%)  Abs.
(@ 0Od 40.13 210 1CH30,1AC,5ACH
(b) New 14.76 0.78 1CH3; 5ACH,1aC-O
18 . -
where: Abs= szl,i,pred ~Q] | (6)

Case study: Permethrin microcapsule

The case study involves a microcapsule device
containing a pyrethroid insecticide (Permethrin [52645-
53-1], see Table 5 and Figure Figure 4). Some of the
advantages to be considered in having this insecticide
encapsulated include the reduction of fish toxicity [19]
and a longer biological effectivity. The insectically
effective amount of Permethrin is 0.02-0.25 |b/acre,
whereas the maximum concentration of Permethrin
(related to toxicity) is 18.5 mg of active ingredient/litre.

A microcapsule produced by interfacial

condensation, with a polyester wall of 1 to 3 pum
thickness that contains a core liquid insecticide solution,
will be modeled as an example. The average size of the
microcapsules is between 10 and 45 um and they are
delivered into the crop as an agueous solution (1-50 %
weight of microcapsulesin water).
In this example we will use the GC-Flory modd to
estimate the infinite dilution activity coefficient of the
Permethrin in a chosen sample polyester, poly(n-butyl
methacrylate) (PBMA). A UNIFAC model (or available
experimental data, as is the case, [20] is used to
calculate the other infinite dilution activity coefficients
(not related to polymers). These will then be used to
calculate the partition coefficients needed in the
microcapsule release model. Since no data is available
for the diffusion coefficient of this insecticide in the
polymer studied, a value will be assumed for this
parameter in order to model the release of Permethrin
from this microcapsule device.

With the partition coefficients now obtained from
prediction (through the GC-Flory EoS model) and the
rest of the variables (Table 6) from experimenta data
(except the diffusion coefficient, as mentioned above),
the controlled release of Permethrin has been
successfully modeled and presented in Figure 5. The
results indicate that 99.99% of the Permethrin is
released in 96 hours (i.e. 4 days), which is considered a
long enough period of time for controlled release
devices.

sacaag

Cl
Figure 4. Molecular structure of Permethrin

Table 5. Group representation of Permethrin

Times  Subgroup Main Group
2 CH; CH,

1 CH, CH,

1 CH=C Cc=C

9 aCH aCH

2 aC aCH

1 COO COO

1 aC-0 aC-0

2 (C=0C)-Cl (C=0)-Cl
2 CH CH,

1 C CH,

Table 6. Inputs for the microcapsule controlled release
model

Variable
Radius (m)
Wall thickness (m)

K wall/core

Value

5e-6 — 2.25e-5
2e-6

2.083
1.73-10°
1.0e-16

K core/receiver

D (m%s)

O T T T T 1
80 100

40 60
t(h

Figure 5. Results of release using the microcapsule
model

Conclusions

A modd for the release of an Al from a
microcapsule device has been devel oped and validated.
In order to make the mode predictive the critical
parameters have been identified. In this paper a
procedure has been proposed to estimate the partition
coefficient of the Al in the polymer through activity
coefficients.

A group-contribution model (GC-Flory EoS) has
been extended to include a wider range of molecules.
The new parameters have been tested with dl the
experimental data available at the moment and the
results are considered acceptable for the purposes of this
work.
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At the same time, some improvement has been
observed in the applicability of the GC-Flory EQS,
where the aromatic ethers are now better represented.

Finally, the microcapsule model has been
successfully used to perform a simulation of the
pesticide release involving the prediction of one of the
model parameters.
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Softwar e Sensors for Monitoring Industrial Cultivation Processes

Abstract
A number of simple software sensors have been constructed for offline analysis and online monitoring of important
cultivation variables. Using cultivation data from an industrial production site, 2 first principles engineering models
and a data driven model were constructed for monitoring of the biomass and product concentration. More detailed
first principles engineering models were constructed from cultivation data from pilot plant supporting online
anaysis and monitoring of cultivation process.

Introduction

For amost 2 decades Novo Nordisk A/S has used
genetically modified organisms (GMO) in the industrial
production of insulin. At Novo Nordisk A/S a
continuous improvement of exising production
processes as well as investigation and development of
new processes for new products are carried out. The
cultivation of the microorganism is only one of the
many steps in the production line and what makes the
cultivation step special and difficult to develop is the
involvement of microorganiams, in this case a
genetically engineered strain  of  Sacchromyces
cerevisae.

Thereis still along way from successful genetically
modifying a microorganism in the laboratory to
obtaining optimal productivity and effectivenessin large
scale industrial cultivations of that microorganism.
Although many biological variables are being measured
during a typical cultivation at Novo Nordisk A/S most
of these variables are measured offline at a frequency
that does not allow for detailed analysis of the state of
the metabolism, and definitely not online, since thetime
delay between sampling and analysis are more likely
days than hours. The cultivations are mostly evaluated
on the productivity of the product and the biomass with
only few attempts to provide a physiological
explanation for variations in the cultivation data and
offline measurements.

The industrial Ph.D. project was established on the
desire to use more of the information available in the
cultivation process data in order to monitor the state of
the process and detect disturbances and upsets. Different
types of models were to be tested in order to evaluate

the information content of the cultivation data and
which type of model that best captured the important
information.

Specific Objectives

The project was divided into two parts. The first part
considered cultivation data from the production site and
investigated what type of models that could be
developed from the available cultivation information. It
was found that the qudity of the process data was not
sufficient to support detailed modeling of the cultivation
process, since the sampling frequency and the precision
of measurement devices was not accurate enough.
Therefore the second part of the project considered
cultivation data from pilot plant cultivations carried out
with the purpose constructing process models that could
be applied at the production site.

Two types of models have been investigated in this
study: first principle engineering (FPE) models and data
driven (DD) modes. The two modeling types are
different in the way knowledge of the processis applied
in the model identification. FPE models are largely
constructed based on intring ¢ process knowledge, using
process data for parameter identification, while DD
models are primarily constructed from the information
in process data, where process knowledge is used to
select the process variables used in the modeling.

Results from M odeling Production Data

A simple FPE model for online monitoring of the
biomass concentration in an industrial bioreactor during
fed-batch and continuous operation was constructed
based on knowledge of process dynamics and the
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physiology of the microorganism. Linking the ammonia
flow rate used to maintain a constant pH in the
bioreactor to the production rate of biomass yielded a
simple equation to evaluate the biomass concentration.
Examples of resulting estimates of the biomass
concentration are illustrated in figure 1, where also
offline measurements of the biomass concentration are
shown.
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Figure 1. Normalized online estimate of biomass
concentration (line) compared to offline measurements
of cdl dry mass measurements (e).

The FPE model for monitoring of the biomass
concentration was extended in order to be used for
estimating the concentration of the product, an insulin
precursor. The extension was based on knowledge of
the drategy behind the genetic engineering for
transcription and expression of the recombinant product.
Examples of the resulting estimate of the product
concentrations are shown in figure 2, where also offline
measurements of the biomass concentration are shown.

operation and the beginning of continuous operation
until a time point where the process from experience
was known to have settled into a stationary operation.
Reasonable results were obtained that could be used
both for anaysis and monitoring of the production
process. Examples of the results obtained using the
MPLS-R approach is shown in figure 3.
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Figure 3: Estimations of product concentration profiles
(dashed ling), prediction of end point product
concentration (dotted line) and linear interpolated
offline measurements of product concentration (¢, full
line).

Results from Modeling Pilot Plant Data

As mentioned in the objectives, it was found that the
quality of cultivation data at the production site was not
sufficient to support detailed modeling of the cultivation
process. To provide data of higher quality a number of
cultivations were conducted at the company’ s pilot plant
facility, and a different production strain of S. cerevisae
was chosen to support the development of a new
production process. The cultivations indeed provided a
higher quality of data, but aso revealed a rather
surprising behavior in one of the operating regions.
Using FPE modding it was possible to construct a
model, which was able to explain the surprising
behavior as large conversions of acetate, at levels not
normaly seen in S cerevisiae, as well as provide
estimates of both acetate and biomass concentrations.
Thisisshown in figure 4.

Normalized Product Concentration

Normalized Process Time

Figure 2: Normalized online estimate of product
concentration (line) compared to offline measurements
of product concentration ().

A data driven approach for modeling the product
concentration in an industrial cultivation has aso been
tested. Using Multi-way Partiad Least Squares
Regression (MPLS-R) it was possible to construct a DD
model for estimating the product concentration and
furthermore provide an end point prediction of the
production concentration. The MPLS-R was restricted
to a fixed time period, comprising of the fed-batch
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Figure 4. Normalized online estimate of biomass
concentration (full line left hand plot) and acetate
concentration (full line, right hand plot) compared to
offline measurements of concentrations (e).
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With an online estimate of the biomass
concentration at hand it is possible to evaluate the
influence of variations in process data from the
microorganism’s point of view. Constructing a smple
model of a network of metabolic flux pathways, it was
possible to monitor the metabolic flux distribution
online. Thistool can be used by the process operator to
evaluate the state of the microorganiams and
subsequently provide information for control of the
cultivation process. Figure 5 illustrates how the
metabolic flux model indicates a severe change in the
metabolic flux distribution during a process disturbance.
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Figure 5: Examples of estimated intrinsic metabolic
fluxes. Fluxes through anabolic (ana), glycolytic (gly),
oxidative catabolism  (cat,ox) and oxidative

phosphorylation (oxp) pathways.

Finally an empirical model for the production of the
product, which in this case is another insulin precursor,
was constructed. The model provided reasonable online
estimates of the product trajectory. The mode
furthermore highlighted how the specific productivity
did not reach its sationary level until far into the
continuous operation regime, which is a little surprising
considering the strategy applied for the genetic
engineering of the strain, where a constitutive promoter
has been used for the expression of the product gene.
An example of estimated product concentration
trajectories are shown in figure 6.
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Figure 6: Normalized online estimate of the product
concentration profile (line) compared to the offline
measurements of the product concentration (e).

Conclusion

Theresultsillustrate how simple process models can
provide important detailed information of cultivation
processes. At a production facility such information is
vital for optimization. The process models can be used
for: analysis of process performance, monitoring of
current process operation and provide online
information to be used in process scheduling for
streamlining of the production line from cultivation to
down stream processing thereby getting closer to
achieving optimal productivity.

Although the purpose of constructing the process
models is to provide information on the process state
and performance, another important application of such
simple process models is to highlight what can not be
explained and what is not known/modeled. Recognition
of lack of knowledge can help focusing on areas where
research and development is most needed.
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Experimental Study and M odelling of Asphaltene Precipitation Caused by
Gas I njection

Abstract

CO2 injection isamajor part of the Enhanced Oil Recovery process (EOR). In miscible CO2-EOR, the gas aims at
decreasing the viscosity and, hence, at recovering more oil (around 10-15% of the origind ail in place). As for the
immiscible CO2-EOR, the gas is only used to re-pressurize the reservoir and to push the oil towards the well.
However, this injection seriously modifies the pressure and the composition of the dil and it can induce asphaltene
precipitation. In this work, it was aimed at determining useful parameters such as the solubility parameter of the oil
and the asphaltenes and to study the stahility of ail after CO, injection over awide pressure and temperature range.

Introduction

Gas injection is part of the tertiary recovery and it helps
stimulating oil and gas flow to produce remaining fluids
that were not extracted during primary or secondary
recovery phases (figure 1).

ifigure 1. Schematic r_gprmtati on of the gas injectioh
during the EOR

However, these modifications of the composition, the
temperature and pressure conditions can induce
asphaltene precipitation. This precipitation can cause a
momentous loss of money since a well-bore can get
plugged, especialy (and it could seem contradictory at
first sight) when the asphaltene concentration is low

(Ulafield in North Sea, with 0.57 wt% asphaltenes and
Hassi Messaoud in Algeria, with 0.062% asphaltenes).

Several issuesrise when asphaltenes are investigated:

- the asphdtene behaviour is complex due to the self-
association of the molecules (it makes difficult
simple measurements such as molecular weight
determination). Aggregation is likdy to take place
even a very low concentrations.

- they are defined as a solubility class (soluble in
toluene and insoluble in heptane) and, hence, they
do not have a general and common structure (they
are known to be heavy and polar molecules). Thusa
huge amount of work has to be done about the
structure, the exact role of the interactions
(especially hydrogen bonding, Pi-Pi stacking), etc...

- Aggregation, precipitation and deposition are the
three consecutive steps that lead to plugging.
However, no model or theory can explain properly
these phenomena for asphaltenes.

This work was, firgt, focused on the determination of
the properties of the solvent (i.e. the oil) and, then, on
the determination of the onset of precipitation as a
function of pressure and temperature after CO,
injection.
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Specific Objectives

1. The first point we decided to investigate was the
solubility parameter O and its measurement, especially
as a function of pressure. Indeed, the solubility
parameter has a key role in the regular solution theory
and its accurate determination remains problematic. The
solubility parameter can be linked to the internal
pressure with the following relationship [1]:

6 =r+6; [

whered is the global solubility parameter, 7is the
internal pressure (it takes into account dispersion and

polar forces) and é'vis the “chemical” solubility
parameter, taking into account other forces such as
hydrogen bonding.

Internal pressure can also be linked to thermal
properties such as therma expandvity & (determined

by calorimetry) and isotherma compressibility x5
(determined by density measurements):

r=T%-p @
Ky

2. The second point was the determination of the onset
of flocculation after CO, injection. This part has been
done at the University of Pau (France) at the
“Laboratoire des Fluides Complexes’. A novel high-
pressure equipment was recently developed [2] (figure

.. ®
“

O

(6)

Figure 2. Experimenta device: (1) thermostat, (2) high
pressure cell, (3) pressure gauge, (4) thermometer, (5)
pressure gauge, (6) injection pump (liquid or gas), (7)
thermostat, (8) high precision balance, (9) sample, (10)
vacuum pump, (11) filter, (12) magnetic sirrer, (13)
thermometer

The idea is to check the effect of pressure and
temperature of the quality of the solvent (i.e. it as ability
to keep the asphaltenes in solution) and, then, to model
it since contrary effects are seen in literature [3].
Various crude oils will be investigated over a wide

temperature and pressure range (the cell can stand up to
700 bar and 200°C).

3. A third objective was the determination of the
solubility parameter of asphaltenes: it is often used as a
fitting parameter though it can be experimentally
determined. In this work, the solubility parameter of a
n-heptane asphaltene was determined by means of
density measurements a 303.15 K and 1 bar. Low
concentrations of asphatenes are dissolved in two
solvents a least and the density is measured as a
function of concentration. Afterwards, using an equation
based on the regular solution theory, the solubility
parameter can be determined, providing that the internal
pressures and the solubility parameters of the pure
solvents are known ét thistemperature.

Liron and Cohen [4] used the regular solution theory
and density measurements to determine the solubility
parameter of cholesterol. The equation was modified to
be in agreement with the origina articles by Hildebrand
ea.andis

\E;Vs% — (51 B 52 )2
Vsz T. 1

©)

where \E is the partial specific volume of the solute,

V), is the spedific volume of the solute, & is the

solubility parameter and 77 istheinterna pressure. The
subscript 1 refers to the solvent and 2 to the solute (the
asphaltenes).

Note that this equation is a combination of empirical
and theoretical relationships. In addition, it assumes that
there are no excess volumes and it considers asphaltenes
as a pseudo-component

Results and Discussion

1. After studying pure compounds and comparing it to
literature data [5] (with a deviation within 1 MPa“?
from 1 to 300 bar at 303.15 K), dead oils were
investigated as well as a recombined one [6], [7], as
seen in figure 3.
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Figure 3. Physical solubility parameter crude oils at

303.15K
,liveoil 1; === | dead 0il 1; — —, dead ail 2.

Let us notice that calorimetry also enabled the
determination of the bubble point (figure 4).
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P (bar)
Figure 4. Thermal expansivity of oil 1 at 303.15K
, live ail 1, fast decompression;
——, liveoil 1, slow decompression; = dead oil 1.

Two cubic equations of state (SRK and PR) were
combined to a characterization method to estimate this
parameter but, although the density was given as an
input, the deviation with experimental data was greater
than 5 MPa”?, which is by far too much. Thus, other
characterization methods should be used. Furthermore,
since this method is indirect, uncertainties add up and it
eventually leads to strange results, such as a decreasing
sope with pressure. Other techniques are currently
investigated to improve the accuracy.

2. Asfor the onset determination, one Venezuelan crude
was tested so far and the onset was determined at
several temperatures. Let us remind here one important
point: the asphaltene precipitation occurs above the
bubble point pressure. Thus, attention has to be paid on
the number of phases for every experimental condition.
Since this work is still going on, the results will be
presented later.

This equipment also enables a filtration under pressure
(dlement 11 on figure 2) and the filtrate is further
anadyzed with a ssimple technique: 20 solutions (going
from 5% n-heptane/95% toluene to 100% n-heptane) are
prepared and one drop of the filtrate is mixed in each of
them (the onset of flocculation is almost independent of
the dilution [8]). After 24 hours, a spot test is made in
order to check in which sample precipitation occurred.
This simple test evaluates the influence of temperature
and pressure on the quality of the solvent, i.e. if the
solvent can kegp asphdtenes in solution or not.
However, since one single crude had been tested, results
will be presented later on aswell.

Microscopy was used to counter-check the viability of
the spot tests. Figures 5 and 6 show the influence of the
solutions toluene-heptane on the precipitation.
Precipitation occurs on figure 6 athough the
concentrations only vary within 5%. Aggregates are
quitevisible.

Figure 5: One drop of oil 1 in 2 mL of 40% n-
heptane/60% toluene — no precipitation

= r

&

Figure 6: One drop of oil 1 in 2 mL of 45% n-
heptane/55% toluene - precipitation

3. The solubility parameter of several asphaltenes were
determined. Three solvents were tested: toluene, m-
xylene and carbon disulfide. The values for their
respective internal pressures and solubility parameters
have a huge impact on the results.

Table 1 presents the results for the three combinations
for one kind of asphatenes. The pair toluene/m-xylene
gives results out of the usual range (19 — 22 MPa’?,

[9D).

Table 1. Solubility parameter and densities of the

asphaltenes OLEO D at 303.15 K
Solubility Densit
Solvents parameter 3y
(M Pal/Z) (kg/m )
Toluene/m-xylene 28.22 1533
Toluene/CS; 21.49 1092
CS,/m-xylene 20.82 1088
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Asfor the density, Rogel and Carbognani [10] measured
the densities of 13 different asphaltenes at 298.15 K and
they vary between 1.17 and 1.52 g/cm3. Thus, the value
of 1.09 g/cm3 found in this work seems rel evant.

This method is ill being tested but, this smple
technique only requires a little quantity of asphaltenes,
is quite fast and seems to give relevant results.

Conclusions

Simple tests and experiments were carried on
asphaltenes and crude oils (both dead and recombined
ones) in order to test their stabilities. The experimental
techniques are ready and will be extensively used the
coming months. The modelling part is the next step and
also under investigation.

Acknowledgements

The author would like to thank Diep Duong for her
great work aswell as the teams of the University of Pau
and Tota for the warm welcome and the constructive
atmosphere.

References

1. E.B. Bagley, T.P. Nelson, JM. Scigliano, J.Paint
Technol. 43 (1971), 35

2. H. Carrier, V. Lazzeri, H. Zhou, JL. Daridon, An
experimental  approach to study pressure and
temperature effect on asphaltene stahility, presented
at the Heavy Organics Deposition International
Conference, November 14-19 2004, Los Cabos
Baja California Sur, Mexico

3. Andersen Sl., Fud Science and Technology
International (1994), 12,51 —-74

4. X.Liron, S Cohen, J. Pharm. Sci. (1983), 72, 499

5. S Verdie, S.l. Andersen, Fluid Phase Equilibr.
(2004), accepted for publication

6. D. Duong, Determination of solubility parameters
for crude oils, Kemiteknik, DTU, M.Sc. thess,
September 2004

7. S. Vedier, D. Duong, S.I. Andersen, Experimental
determination of solubility parameters of oils as a
function of pressure, presented a the 5th
International Conference on Petroleum Phase
Behaviour and Fouling: June 13 - 17, 2004, Banff,
Alberta, Canada

8. G. Porte, H. Zhou, V. Lazzeri, Langmuir (2003),
19,40-47

9. SI. Andesen, Energ. Fud. (1999), 13, 315—-322

10. E. Rogel, L. Carbognani, Energ. Fuel. (2003), 17,
378 - 386

List of Publications

1. S Vedier, SI. Andersen, Fluid Phase Equilibr.
(2004), accepted for publication

2. S Vedier, D. Duong, S.I. Andersen, Experimental
determination of solubility parameters of cdils as a
function of pressure, presented at the 5th
International Conference on Petroleum Phase

148

Behaviour and Fouling, June 13 - 17, 2004, Banff,
Alberta, Canada



Ada Villafafila Garcia

Address: IV C-SEP, Dept. of Chemical Engineering
Building 229, Office 212
Technical University of Denmark
Phone: +45 4525 2864
Fax: +45 4525 2258
e-mail: aga@kt.dtu.dk
WWW: WWW.iVC-
sep.kt.dtu.dk/staff/AGA/AGA.htm
Supervisor(s): Ka] Thomsen
Erling Stenby
Ph.D. Study
Started: October 2002
To becompleted:  October 2005

Prediction of Mineral Scale Formation in Geother mal and Oilfield Operations
using the Extended UNIQUAC model

Abstract

Pressure parameters are added to the Extended UNIQUAC model presented by Thomsen and Rasmussen [1]. The
improved model has been used for correlation and prediction of vapor-liquid-solid equilibrium of scaling minerals
(Cas0,, CaS0O,2H,0, BaSO,, SrSO,, CaCO;, MgCO;, BaCOs;, SICOs) at temperatures up to 300°C and pressures
up to 1000 bar. The solubility of NaCl and CO, in pure water, and the solubility of CO, in solutions of different salts
(NaCl and Na,SO,) have also been corrdated. The results show that the Extended UNIQUAC model, with the
proposed pressure parameters, is able to represent binary, ternary and quaternary solubility data within the
experimenta accuracy.

An experimental setup has been developed in order to complete literature data on solubility of scaling minerasin
NaCl solutions at high temperature (up to 300°C) and pressure (up to 650 bar).

Introduction

Scale formation is a common problem in many
industrial processes, such as the production of oil and
the production of geotherma energy. It can be defined
as hard adherent minera deposits that precipitate from
brine solution. The amount and location of scale
depends on different factors, such as the degree of
supersaturation, kinetics, solution pH and composition,
CO, content, temperature and pressure.

In the reservoir, the natural water isin equilibrium
with its surroundings at ambient temperature and
pressure. As the brine flows up through the well, both
temperature and pressure decrease considerably and the
equilibrium is disturbed. This will generdly lead to
solid-phase deposition. The formation of carbonate
scale is mainly associated with the pressure and pH
changes of the production fluid, while the occurrence of
sulphate scale is mainly due to the mixing of
incompatible brines. When sulphate-rich injection water
(often seawater) is mixed with the Ba®*, Ca®* and Sr**-
rich formation water, it is very likdy that barite
(BasO,), cdegite (SrSO,), and/or anhydrite (CaSOy)
preci pitation takes place.

Mineral scale deposition causes serious damage in
utilization systems and reduces the flow area. Therefore,
the production rate (and the re-injection capacity) drops
down, with the consequent economical loss. The cross
section decrease caused by solid deposition onto the
inner wall of a pipe is shown in Figure 1. Scaling can
also cause safety problems due to blockage and failure
of valves.

Figure 1. CaCO; deposition in tubing [2]

149



In the geothermal field, mineral deposition limitsthe
economical development and competitiveness of this
type of power plants.

The first step towards scale prevention is its
prediction. In that context, a reliable thermodynamic
model able to predict mineral solubility in natural
waters, under conditions of varying brine composition,
temperature and pressure is required. The quantity and
quality of experimental data is low, especially at high
temperatures and pressures. Thus, the use of a simple
but accurate model is a clear advantage. In the present
work, the agueous phase activity coefficients will be
determined by the Extended UNIQUAC thermodynamic
model, as it was presented by Thomsen and Rasmussen
[1]. The vapor phase fugacities will be determined by
the Soave-Redlich-Kwong (SRK) cubic equation of
state, using classical mixing rules.

The Extended UNIQUAC modd is capable of
accurately representing multicomponent systems with
common ions, covering arange of temperature and ionic
strength large enough to represent the conditions found
in geothermal and oil production wells. Two additional
parameters have been added to the model in order to
account for the pressure dependency. The results
obtained through this modification are very satisfactory
in the pressure range investigated (1 to 1000 bar).

Project Objectives

This project consists of a theoretical and an
experimenta part. In the experimental part, a setup to
measure the solubility of sparingly soluble salts at high
temperature and pressure has been designed and built.

In the theoretical part of the project a model for
calculating  solid-liquid-vapor  equilibrium  and
crystallization processes for eectrolyte solutions has
been developed on the basis of the experimental data
found in literature. The modd will also be applied to the
experimental data obtained in this project. The Extended
UNIQUAC mode [1] is used to represent speciation,
solid-liquid  equilibrium (SLE) and vapor-liquid
equilibrium (VLE). Gas fugacities are calculated from
the SRK equation of state.

Thermodynamics of Solubility

The condition for chemical equilibrium for a species B
at a given temperature T and pressure P in the phases o
and S is that the chemicd potential of B is equd in the
two phases:
Hy (T,P,n%) = (T, P,n”) @
where n represents the concentrations of the different
components in the system and x5 the chemical potential
of B. If more than two phases are present, Eq. 1 is
extended to all of them.

Calculation of solid-liquid equilibrium

For a mineal MX-nH,O the SLE can be
expressed as
M (ag)+ X~ (ag)+nH,0 <> MX-nH,0 (c) 2

The condition for equilibrium, corresponding to Eq.
lis

/UM‘(aq) + ﬂ)(’(aq) + U, = Hyxono(c) (3)
The chemical potential of water can be defined
asp, = p, +RTIna, =, +RTIn(y,X, ) C)

where a,, is the water activity, u_ isthe molar Gibbs
energy of pure liquid water at the system temperature
and pressure and ¥, is the symmetric water activity
coefficient, where y, —>1lasx, —1. The asymmetric
convention is adopted for ions. Under this convention,
the  chemica potential of ion i is
# = +RTIn(yx) ®)
where x4 isthe standard state chemical potentia of ion
i on mole fraction basis at the system temperature and

pressure andy, is the rational asymmetric activity
coefficient for ioni, where 5 —1as >’ x —1.
Calculation of vapor-liquid equilibrium

For a volatile component as H,O, the VLE is
represented as

H,0 (1)< H,0(g) (6)
and Eq. 1 becomes

Wy, =M, @
where the subscripts | and g refer to liquid and vapor
phases, respectively.

The chemica potential in the vapor phase can be
calculated as

=1 +RTInf 8
where /¢ is the chemical potential of component i at
the standard state, which is the pure ideal gas at 1 bar
and the temperature of the system, and f,_g is the

fugacity of component i in the gas phase at the
temperature and pressure of the system, which can be
written as

fio = ¥0,,P ©
where y; refers to the mole fraction of component i in
the gas phase, P is the total pressure, and qS,_g is the

fugacity coefficient for component i in the gas phase.
For reactions involving an agueous phase at
temperatures above the boiling point of water, the
standard state pressure is the saturation pressure of the
solution.
By combining Eq. 4, 7, 8 and 9, the condition (1) for
equilibrium between vapor and liquid can be written:

My, +RTINX, 7, = 5, + RTIN(y, 4, ,P) (20)
and the vapor-liquid equilibrium equation for water can
be expressed as:

i YoPusP _ s~
XY RT

11
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Experimental Setup

The solubility of BaSO,; and SrSO,4 in 0.1 to 6 m
NaCl solutions will be determined experimentally in the
temperature range 25-300°C and the pressure range 1-
650 atm. Fig. 2 shows the experimental setup devel oped
for the measurements. An oven is used for heating and
keeping a constant temperature during the run. An ISCO
pump will be used to pressurize the system, containing
two HP tubular reactors with pison made in Hastelloy
C and with Karez o-rings to stand temperatures up to
300°C. The 0.5 um filter and the rest of connections,
tubing, ingrumentation and valves are made in 316 SS.

T —_
S el o |-

Figure 2. Experimental Setup

|
rfﬂ

An excess of commercid BaSO, or SSO,
crystalline powders will be dissolved in NaCl brine and
the suspension will be placed in the first HP vessdal. The
second HP vessel will be filled with NaCl solution of
the same ionic strength asthe test brine. The vessels are
then closed and connected through afilter, heated to the
desired temperature and pressurized to the desired
pressure. After equilibrium is reached, the saturated
solution contained in the first HP vessd is filtered and
transferred to the second HP vessdl by applying a small
pressure drop in the system by means of a capillary tube
open to the atmosphere. The dilution of the solution
after filtration was performed in order to prevent the salt
from precipitating during the period of decreasing
temperature and pressure to ambient conditions required
for the anaytical determination. The B&* or S**
concentration will be determined by inductively coupled
plasma mass spectrometry (ICP-MS) after dilution of
the sample to a total dissolved solids (TDS)
concentration below 2% (upper limit of TDS allowed by
ICP-MS).

Results and Discussion

The Extended UNIQUAC thermodynamic model
improved by the addition of two pressure parametersis
able to give a very good representation of the solid-
liquid and vapor-liquid phase equilibrium in the binary,
ternary and quaternary systems, in the whole
temperature, pressure and concentration  range
investigated. The high accuracy of the model can be
observed in Fig. 3 to Fig. 8, where the appearance and
disappearance of the different solids and the solubility

dependency with temperature and pressure is very
nicely correlated by the model. In most of the cases, the
absolute deviation between Extended UNIQUAC
calculations and the expeimenta data is within
experimenta accuracy.

The different binary, ternary and quaternary data
studied in this project are shown in Table 1. The range
of temperature and pressure covered by the different
sources found in literature is also reported in Table 1,
together with the number of data given and used (in
brackets) for parameter estimation. All data were
anayzed previoudy to their use. Those found to be
inconsistent were not used for parameter estimation.
The data out of the temperature (-20-300°C) or pressure
(1-1000 bar) range of interest in the present project were
not used for parameter estimation, but were correlated
in many cases by our model (Fig.6 and Fig. 8).

Table 1. Experimentd binary, ternary and quaternary
data sets used for parameter estimation.

System T(°C) P(bar) Number of data
BaSO,-H,0O 25-600 1-2100 93 (67)
BaCl,-H,0 -7.6-100 1 80 (80)
BaS0,-Na,S0,-H,0 0-80 1 60 (60)
BaCl,-NaCl-H,0 -6.4-50 1 40 (40)
BaS0O,-NaCl-H,0 0-340  1-560 330 (298)
BaCl,-SrCl,-Na,SO,-H,0 20-60 1 112 (112)
BaCO4-H,0 18-40 1 6(4)
BaCO,-CO,-H,0 2225 1107 177 (162)
SrSO,-H,0 0-426 1-1013 195 (120)
SrCl,-H,0 -6-114 1 30(30)
S$rS0,-Na,S0,-H,0 0-25 1 9(9)
SrCl,-NaCl-H,0 18-114 1 27(27)
SrSO,-NaCl-H,0 0-305  1-600 680 (658)
SrCO,H,0 5-40 1 9(3)
SrCO;-CO,-H,0 2-200 1-50 134 (60)
CaS0O,-H,0 0-408 1-1410 337(236)
CaS0,-Na,S0,-H,0 0-110 1 264 (126)
CaS0,-CaCl,-H,0 0-110 1 90 (90)
CaS0,-NaCl-H,0 -21.2-302 1-1063 581 (581)
CaCO;-H,0 1-350 1-1000 50 (0)
CaC0,-CO,-H,0 0-302  1-1000 859 (735)
NaCl-H,0 06462  1-1911 82 (53)
CO,-H,0 0-350 0.1-3500 1247 (877)
CO,-NaCl-H,0 0-500  1-2500 672 (328)
CO,-Na,S0,-H,0 0-160  0.3-200 194 (144)
MgCO,-H,0 0-290  0.06-200 27(10)
MgCO,-CO,-H,0 0-158 164 343 (56)
MgCO;-CaCO,-CO,-H,0 0-340  1-200 293

The experimenta and calculated phase diagrams for
different systems from Table 1 are shown in Fig. 3 to
Fig. 8.
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Conclusions

The Extended UNIQUAC model presented by
Thomsen and Rasmussen [1] has been used to calculate
VLE and SLE in systems found to be problematic in
geothermal and ailfield operations, dueto their tendency
to form scale. Some of the most problematic scaling
minerds (BaSO, SSO, CaSO, CaCOs;) and their
mixtures with NaCl have been studied. Two additional
parameters have been included in the modd in order to
account for the pressure dependency of the solubility,
obtaining a good performance for pressures up to 1000
bar.

More than 7000 SLE measurements have been
collected and analyzed, covering a wide range of
temperature (up to 300°C), pressure (up to 1000 bar)
and concentrations up to saturation. Only reiable data
were used for parameter estimation. The figures
presented show that the Extended UNIQUAC mode is
capable of giving accurate results even at very high
temperatures and pressures. Most of the data used for
the parameter estimation could be reproduced by the
model within the experimental accuracy.

The simplicity of the model (only two parameters per
species, two parameters per species pair and two
pressure parameters per salt are required), together with
the good performance obtained for all the systems
investigated, make the Extended UNIQUAC mode an
appropriate choice as atool to study scale formation. As
the model only contains binary interaction parametersiit
can be applied to any multicomponent system for which
the binary parameters are known.
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Efficient and Environmentally Friendly Antifouling Paints

Abstract

Antifouling paints are highly specialized coatings designed to combat the natura process of marine biofouling on
immersed artificid structures. This project deals with the identification, characterization and quantification of the
main processes responsible for the antifouling activity of an environmentally friendly tin-free system. In this paper,
the main results attained are presented together with the current research directions. A successful mathematical
description of the paint activity is expected to speed up the paint design, testing and optimization greatly.

Introduction

Marine biofouling is a natura and spontaneous
process which involves significant economical losses on
ocean-going ships. The most widespread preventive
solution is to coat the underwater part of the vessd’s
hull with an antifouling (A/F) paint. In addition to the
tight durability requirements inherent to paints exposed
to such a harsh environment as seawater is, these
products must be capabl e of releasing active compounds
in a controlled manner during long periods of time (e.g.
up to 5 years). Consequently, the design, optimization
and testing of new products is a time-consuming and
very complex tuning task.

As aresult of the prohibition of the very efficient
tin-containing coatings, paint companies were urged to
develop tin-free alternatives with similar performance to
that of the toxic tin-based products. While the first
granted patents related to some of today’s commercialy
available products date back to the mid 80's [1], the
moderate results of these technol ogies forced the marine
paint companies to commercidize tin-containing
products until the suggested date for the entry into force
of the ban.

With the advent of new progressively stricter
environmental regulations, there is a need for faster
procedures for effective screening and development of
promising environmentally benign alternatives. Kiil et
al. [2] showed how the mathematical quantification of
some key processes in the A/F paint activity can result
in reliable estimations of paint performance. Although
originally based on a tin-based technology, the ideas
underlying the modd are directly applicable to any
system based on a controlled reaction with seawater.

The latter involves that the outputs of this research can
be applied to a number of promising non-toxic A/F
alternatives subjected to investigation elsewhere.

Project Objectives
The main goals of thisresearch project are:

0 To characterize the main processes determining
the activity of atin-free A/F paint

0 To quantify and implement them into an
advanced mathematical model

0 To andyze the influence of A/F paint
components on the paint activity: (e.g. different
(in)soluble  pigments,  (un)reactive  binder
components)

0 To develop fast testing methods based on
model simulations and short rotary experiments

0 To adapt the modd from artificial to natural
seawatersin the extent possible.

The fulfillment of these objectives requires extensive
rotary testing of different paint compositions, together
with chemical reaction studies and mathematical
modeling.

Working M echanisms of Biocidal A/F Paints

All the currently marketed chemically-active tin-free
aternatives are based on similar working principles
(Figure 1).
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Figure 1. Schematic illustration of the working
mechanisms of a chemically active A/F paint

Seawater and seawater ions diffuse to the paint
surface where they rapidly react with the soluble
pigments (typically Cu,O):

15Cu,0(S) + H +2CI" = CuCl,~ + ¥%H,0(l) 1)
cucl,” +Cl- = cucl,” 2

The copper complexes formed diffuse out into the
bulk seawater thereby forming a pore network in the
paint (the so-called leached layer). At the paint surface
and at the pore walls, secawater also reacts with the
paint’s binder system. In the case of the rosin-based
system of interest in this study, the following reactions
have been hypothesized to take place [3]:

Reactions at the solid surface

7 0

o Q

R1< R, +OH'<:>R1707072n70J~R2
o—zn—0” I

OH

7 N
Tetra/di- hydroabieticacid o)
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: A
o) Han pOa(h o)
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Figure 2. Alkaline hydrolysis reaction of the Zn
carboxylate of abietic-acid with seawater. This
mechanism has been characterized in this project by
means of Fourier Transform IR Spectroscopy Scanning
Electron Microscopy coupled with Electron Dispersive
X-Ray detectors (SEM-EDX)

This reaction results in the formation of very soluble
soaps which diffuse out into the bulk seawater. If a
biocidal compound is embedded in the binder, it will

Effective diffusion coefficient, Desr;

thus be exposed and released. Consequently, both the
reaction with the pigments and the reaction with the
binder lead to the release of active compounds which
giveriseto the A/F activity.

At acertain point in time, the binder at the pore walls
of the leached layer shows different degrees of reaction.
The more converted binder will be that at the paint
surface (longer exposure to seawater). The latter can be
anayzed by means of (SEM-EDX) (Figure 3).
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Figure 3: SEM picture and its corresponding EDX
anaysis showing the Zn atom signals (up). The intensity
of the signa is processed by means of ImagePro,
showing a distinct gradient from the unreacted paint to
the paint surface (bottom).

The model assumes that a very thin paint layer is
released (polishing process) when the reaction at the
paint surface has reached a certain conversion (Xmax),
thus exposing a less reacted binder surface. This
parameter constitutes an innovative concept in A/F paint
modeling and it is thought to depend strongly on the
insoluble paint components, i.e. insoluble pigments and
retardants.

The system must be designed in such a way that the
release rate of the biocides are sufficient to prevent
fouling throughout the paint's lifetime (typically 5
years). If it isintended to use a model -based approach to
assist the design process, it is customary to determine
the rate at which the reaction schematized in Figure 2
takes place. Thisis presented in the next section.

Dissolution Rate M easur ements

In this investigation, the zinc carboxylate of a refined
and prereacted rosin compound is used. Natural rosin is
digilled in order to diminate impurities and
subsequently hydrogenated. The resulting mixture
consists mainly of tetrahydroabietic and dihydroabietic
acids. Zincresinate (ZnR) was prepared after reaction of
the hydrogenated rosin dissolved in xylene 1:1 wt with
excess ZnO for two hoursin ahigh speed disperser. The
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excess ZnO particles was removed by centrifugation (20
min, 3000 r.p.m.). The supernatant liquid was extracted
from the very upper part of the avoid contamination by
ZnO particles and further filtered (0.45 um). A Fourier
Transform IR Spectroscopy analysis of the resulting
mixture shows virtually 100% conversion to the dimeric
carboxylate. Flame Atomic Absorption Spectroscopy
(FAAS) is used to trace the release of Zn®" into the sea
water.

To expose the samples, very thin glass panels of
dimensions 2.4x6 cm were used. The pands were
cleaned with xylene to remove potential surface
contaminants. A surface area of 9.6 cm? was coated
with ZnR by means of a Bird applicator. High wet film
thicknesses were avoided in order to minimize crack
failure due to poor cohesive strength of the binder.
Overall, around 0.2 g of binder was applied to a~0.53 g
glass pand. The binder should be applied on a perfectly
horizontal surface to avoid heterogeneous distribution.
The latter was possible due to low viscosities and the
absence of any flow or thixotropic additives which
could impart arheologic structure to the binder.

The dissolution rates at different seawater pH values
and temperatures are shown in Figure 4 [3]. No
influence of the seawater NaCl content was observed
(results not shown).
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Figure 4: Zn*" release rates obtained at different sea
water pH values with the AAS-based method (top). The
influence of the sea water temperature on the Zn*
releaserateis aso shown (bottom).

The kinetic expression with reproduces the seawater
reaction rate of ZnR within the range of experimental
conditionstested is:
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where In(A) is 18+2.5, the activation energy is 18.5+6.0
kJmol and the reaction order with respect to the
hydroxide ion concentration, a, is 0.86+0.42. The
reverse reaction was found to be negligible for the
reaction within the pores of an antifouling paint.

The Mathematical M odel
As it comes from the discussion above, the basic
phenomena modeled are (see Figure 5):
0 Cu,O and binder kinetics
0 Seawater chemica speciation
0 Transport phenomena
0 A condition for paint polishing (X )

Overall, the modd describes the profiles insde the
paint film for CuCl,/CuCls*, Cu**, Na', H'/OH", CI',
0,, HCOs/ COs*, Zn**/ZnCl*/ZnCl,/ZnCl5/ZnCl,*and
Naresinate. The oxidation of Cu" complexesto Cu* in
the leached layer has been included for the first time
according to the kinetics measured by Millero (2000)
[4]. The incorporation of that process allows the study
of the potentia formation of insoluble Cu** sdlts,
traditionally associated with rosin-based systems. An
advanced numerical solution technique [5] is used to
immobilize the moving boundaries (i.e. paint surface
and pigment front) and alow the use of orthogonal
collocation to solve the system of differential equations
[6].

Regarding the seawater chemistry, the activity
coefficients for the individual ionic species present
within the leached layer and in the diffusive boundary
layer are estimated by means of Extended UNIQUAC.
This model is based on the addition of a Debye-Hiickel
term to the UNIQUAC expression of the molar excess
Gibbs energy to account for the long-range interactions
between the ionic species (eectrostatic forces) as
presented by Thomsen et a. [7]. The Random Pore
Model [8] is used to describe the changes in the
morphology of the porous leached layer as a result of
the binder degradation.

Paint Polishing

Binder{s) —* »Binder{aq)

P
.

Fe-zn-R{s)j;ﬁ' mc - 1/2Cu,0fs) +H" + 2CI =2 CuCl,” +12H.0
R-Na(s) -»ReNa(ag) y CuC; +Cl 2 CuC
Binder Pigment
Reaction Dissolution

Figure 5. Scheme of the tin-free rosin-based (TFR)
mathematical model. The main processes involved in
the activity of the paint and their interactions are
combined with chemical speciation caculaions and
transport phenomena.

157



Controlled-Shear StressRotary Experiments
The model outlined above has to be capable of
reproducing the activity of model A/F paints. Such
activity can be characterized by means of two
experimental parameters (see Figure 6):
0 The degree of palishing
0 Thethickness of the leached layer

nert reference

Degree of polishing
Leached layer thickness

Figure 6: Measurement of the degree of polishing and
leached layer thickness through optical microscopic
analysis of the cross-section of exposed paints

To measure such parameters, a rotary set up (Figure
7) is available smulating the conditions experienced by
the paint on a sailing ship’shull. By providing a Couette
flow in the water around the paint samples, the shear
stress could be adjusted to reach realistic values.

The controlled-shear stress capabilities of the rotary
paint simulator used by Hempel A/S and KT for A/F
paint research were demonstrated by Weinell et al. [9].
In Figure 8, the estimated and experimenta torque
values resulting from the rotation of the cylinder in
seawater are shown at different rotational speeds
(Figure 8). In spite of the latter, computationa fluid
dynamics (CFD) calculations on the rotary rig showed
the presence of anon-ideal flow in the narrow seawater
channed next to the cylinder surface where the paints
were attached (Figure 9). The latter could involve that
different shear stress would be applied to the paints
depending on the vertica location on the rotor surface.

Water surface

Static cylinder
for Couette flow

Figure 7: Rotary set-up (up). Inner cylinder and Couette
flow regime (down)

Nevertheless, CFD generated shear stress calculations
on therotor surface showed no significant profiles at the
rotating cylinder surface in the direction paralle to the
axis of rotation. Also the results of testing a standard

commercial paint a different positions in the rotor
showed no significant differences (Figure 10).

" e

M, (Nm)
@

Speed (knots)
Figure 8: Theoretical torque values in a smooth rotating
cylinder (dashed line) versus the measured values
obtained by means of PVC discs (experimental points
with error bars). From [9]

= el

Figure 9: CFD simulation results showing the tangent
velocity (m/s) profiles along a cross section of the tank
at the level of the rotating cylinder (top) and the radia
gradients in the tangent velocity (m/s) in the channel
between the rotating and the static cylinders (bottom).

We can conclude that this rotary set-up can
successfully simulate different shear dress scenarios,
actualy better than the currently used standard rotary
biocide release procedures (ASTM D6442-99 and
ISO/DIS 15181-1,2; [10]). These kind of set-ups are a
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very important development for thetesting of A/F paints
and, indirectly, for environmenta biocide loading
estimates used to predict their fate and effects on the
environment.
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Figure 10: Polishing results after exposing a commercial
fast polishing reference paint at different positionsin the
rotor.

A/F Performance Results
Up to now, an important amount of rotary data is

available studying the influence of different model paint
compositions (e.g. Figure 11). It is presumed that the
polishing process can be tailor-made through an
identification of the individual roles of:

0 Insoluble pigments

0 Insoluble resins (retardants)

0 Pigment PSD

0 Pigments of controlled dissolution rate
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Figure 11: Influence of the amount of retardant on the
paint polishing rate (paints containing Cu,O only)
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Figure 12: Influence of the amount of retardant on the
Xmax Value

The use of the model provides interesting information
which would have been not been avalable from
empirical paint testing:

0 Very fast pigment dissolution rate is observed,
which suggest a higher binder hydrophobicity
compared to TBT-SPC coatings.

o Very low tortuosity coefficients are found to
characterize the leached layer.

0 The influence of the amount of retardant resin
on the X parameter is shown in Figure 12.

Asafurther improvement, the A/F paint model is now
capable of reproducing the performance of paints
containing insoluble pigments (Figure 13). Once the
Xmex Vvaue is measured by SEM-EDX, only the
tortuosity value had to be adjusted. It is expected that
once a sufficient number of paints have been modeled, a
relationship between pigment loading and tortuosity
factor will be available (all the model parameters could
be then known beforehand or measured after short
rotary experiments).
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Figure 13: Experimenta results and modd simulations
of apaint containing 20% Cu,0 and 20% TiO..

Accelerated Paint Testing
Relativdly ssimple experimental procedures can be
designed to provide a fast estimation of the required
input parameters for the model. Subsequent simulations
can be used to select the most promising formulations
which should be subjected to more thorough testing.
Future work will address the development of procedures
for:
0 Fast estimation of binder and pigment kinetics.
0 Fast determination of X o (SEM/EDX)

The dissolution kinetics of ZnO and low leaching
Cu,O pigments are currently being determined and
verified by the use of the modd and rotary experiments.

Other results

The A/F paint model has aso been used to asses the
role of marine microbial biofilms on the release rate of
A/F biocides. A biofilm growth mode was first
implemented in order to describe the extra diffusion
pathway for the biocides released from the A/F paint.
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The main conclusion attained is that the decrease in the
biocide release rate reported in the literature for Cu®*
and TBT" is mainly due to chemical adsorption at the
negatively charged sites of the extracellular polymeric
matrix (EPS) secreted by the microorganisms to adhere
to the surface. Very little effect on the paint
performanceis predicted.

The A/F paint model is also expected to model the sea
water behavior of full paints (i.e. containing additives)
of dightly simplified composition which are currently
exposed in the rotor. The latter would constitute a very
important step forward for thisresearch project.

Conclusions

The use of A/F paints as a means of preventing the
undesired settlement of marine organisms on the hulls
of ocean going ships entails important economical
benefits. Moreover, it involves reduced fue
consumption and, thereby, lower emissions of harmful
compounds into the atmaosphere. The prohibition of the
very effective but environmentaly harmful tributyltin-
based coatings was the first of a series of expected
restrictions which will regulate the A/F compounds that
can be used on a bottom coating. The transition from the
tin-based to the tin-free coatings has demonstrated the
drawbacks of design and optimization processes based
on triad and error tests after long-term rotary
experiments. New approaches must thus be developed
in order to adapt the current A/F products to the more
environmentally friendly active compounds in an
efficient manner.

A mathematica model of the performance of a rosin-
based tin-free aternative is being validated against the
rotary data. The tin-free binder’s reaction mechanisms
and Kkinetics have been determined. Also, an
experimental procedure to measure the seawater
reaction of soluble pigments is being developed. The
last set of rotary data, which is currently being
generated, will test the ability of the model to describe
the performance of model paints of varying binder
composition and pigment loadings. The information
extracted from these experiments will not be limited to
polishing and leaching rates but also mass transfer
resistance in the leached layer, paint erodability, binder
hydrophobicity, etc.

With such information, a fast estimation of the paint
performance without the need of too long rotary
experiments can be attained. Fast experimental
procedures can be identified to provide the necessary
input parameters for the model. 1dedlly, the latter should
only be performed with a few selected systems which
have shown promising characterigtics from the model
analysis. In addition, information about the paint
behavior under different seawater conditions could also
be smulated, which is only feasible today at the
expense of increasing testing costs.

The generic nature of the model, would make it
extensible to innovative alternatives as long as they rely
on the release of active compounds. In this way, the

development of non-biocidal
aternatives would be eased.
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Laboratory I nvestigation of Formation of Aerosols and Chemical Reactionsin
Flue Gas from Biomass- and Waste-Combustion

Abstract

The aim with this project is to investigate the formation of aerosol particles and deposits during combustion of the
so-called CO,-neutral fuels, hiomass and waste. The kinetics of the chemica reactions leading to the formation of
these particles and deposits, and the phase transitions involved, will be studied. In general, combustion aerosols
should be avoided due to their harmful behavior in the environment. Particles from combustion of bio-fuels are
particularly harmful due to their sticky and corrosive behavior in the process equipment.

This project involves experiments performed in a tubular furnace and also CFD (computationa fluid dynamics)
simulations using Fluent. The focus will be on developing a quantitative modd based on experiments and
simulations. The quantitative model can be used for design and control of Danish power plants using biomass and

waste combustion in the future.

Introduction

Straw, some sorts of wood, and various kinds of waste
contain considerable amounts of volatile inorganic salts,
in particular the chlorides of sodium, potassum and
zinc, which evaporate during combustion. When the
flue gas cools down after combustion the inorganic
vapors condense and form aerosol particles and deposits
on walls and super heater tubes. This phenomenon is
much more pronounced for bio-fuels than for other
fuds. Dealing with the problems caused by deposition
of salts in the process equipment increases the cost of
‘CO,-neutral’ combustion considerable. The aerosol
particles and the deposits have previoudy been studied
intensively by fidd-studies and the chemical
compositions of these have been found. However, the
proposed qualitative models for the chemicd reactions
involved are not clear and are contradictory. Also, no
quantitative model s have been developed. Field-data are
influenced by a highly varying chemistry of the fuel and
by complicated distributions of residence times,
temperatures and flow-patterns. Therefore it is not
possible to develop quantitative models based on these
data.

Other gases (reactive)
Inert gas to be saturated with sat

Alumina pellets

TA aerosol

Particles to analysis with cascade
impactor, SMPS, TEM, SEM and filters

»
>

z

Figure 1. Schematic drawing of the tubular furnace.
Gas enters the reactor in one end. The inert gasis led
through a packing of pellets to be saturated with a
volatile salt. The salt concentration of the gas is
adjusted by changing the temperature of this part of the
reactor. A temperature profile is applied on the reactor
and particles are formed in the cooling zone by
nucleation. The aerosol leaving the reactor can be
studied by using a cascade impactor, SMPS (Scanning
Mobility Particle Seizer), SEM (Scanning Electron
Microscopy), TEM (Transmission Electron Microscopy)
and other methods.
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In order to set up a quantitative model the important
reactions involving the key chemical components must
be studied separatdly. In this project a bench-scale
tubular furnace with well-defined flue gas flow,
temperature and gas-composition is used to establish a
qualitative as well as a quantitative model for the
formation of particles and deposits.

Figure 2: Experimental setup. To the left the SVIPS
system is placed and to the right the tubular furnace is
seen.

Experimental work

For the experimenta work a 173 cm long tubular
furnace (=25 mm) with laminar flow is used (see
figure 1 and 2). It is possible to control the temperature
up to ~1200 °C in nine separate axial sections along the
flue gas flow direction. Inthefirst part of the reactor an
inner tube is placed. In this inner tube a flow of inert

nitrogen passes pellets of inert alumina impregnated
with the salt to be volatilized (eg. NaCl or KCI). The
nitrogen gets saturated and by changing the temperature
of the pellets it is possble to adjust the salt-
concentration in the gas (see figure 3). Other reactive
gases (SO,, H,O, NO and O,/air) enter the reactor on
the outside of the salt-containing aumina pipe. The
temperature is kept constant in the firg part of the
reactor and is then decreased in the flow direction after
a given length. Using this technique, it is possible to
study effects of different temperature gradients, flow
velocities and chemical compositions on the formation
of particles and deposits. It is also possible to introduce
particle seeds with the inlet gas to study the effect of
foreign seeds in the flue gas. These will serve as
nucleation sites for further growth of inorganic
materids and may serve to suppress homogeneous
nucleation. Homogeneous nucleation leads to sub-
micron particles (Dy,<1um), which are the most harmful
paticles for the environment, spreading over larger
distances and with harmful impact on the human lungs.
These particles are also more difficult to separate from
theflue gas.

Homogeneous nucleation

Particles can be formed directly from a gas phase if this
gets super-saturated by either cooling or chemically. In
homogeneous nucleation, particles are formed in very
high concentrations. The concentration depends on the
properties of the nucleating compound and on the
temperature at which it nucleates. When nucleation
takes place at higher temperatures the diffusion
coefficient will be higher and the resulting particle
concentration will be lower. However, the particles

Nucleation of KCI particles with different saturation temperatures
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Figure 3: Sze digtribution of pure KCl-particles from experiments with homogeneous nucleation in a tubular

furnace. The temperature of the saturation zone with alumina pellets impregnated with the salt is varied to obtain
different concentrations of KClg. With increasing temperature the concentration of KCl, is increased and the
average particle diameter increases, because the temperature where nucleation takes place is higher. However,
while the mass of particles formed will keep increasing with higher temperature the number of particles formed is
highest at some given temperature. Above this temperature coagulation of the small particles with the larger ones

will dominate.
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formed will be larger, Snce they are growing faster due
to the higher diffusion coefficient. This is investigated
in the tubular furnace. Different temperature profiles
and nucleation of different sdts are investigated. By
introducing seeds to the experiments, it is aso found
that suppression of homogeneous nucleation occurs by
the presence of a particle concentration of only 10°
1/Nem?®. If sulfation of the potassum chloride is
applied, the suppression is not possible. The sulfation is
given by the reaction:

2KCl + S0, +H,0+%0,
— K,S0, +2HCI

This could indicate that potassium sulfate (and not
potassium chloride) isthe nucleating compound in the
system.

Field measurements

A measuring campaign at a full scale power plant
firing straw has been carried out at Avedgre Power
Plant (AVV2) in November-December 2004. In the 2%
weeks measuring campaign, experiments with different
additives where performed and the effects on
temperature, deposits, emissions, particles loads, and
aerosols where done. The Aerosol Laboratory
performed aerosol measurements and tota dust
samplings in the flue gas upstream from the bag house
filter. The Aerosol measurements were carried out using
agas gector for diluting and cooling the flue gas. When
the flue gas is diluted, coagulation is minimized and
furthermore, by changing the dilution rate, the
concentration can be optimized for the sampling method
used. The flue gas leaving the gas gector is conditioned
in a gas conditioner to remove moisture. By measuring
the CO, concentration in the diluted flue gas and in a
non-diluted, filtered flue gas, the dilution rate is found,
and saved by data-logging. The temperature and the
concentration of NO are also logged, since these also
may influence the formation of submicron particles. The
aerosol is characterized by cascade impactor and
SEM/EDX. The totd dugt samplings are made on a
filter from Haldor Topsge which samples the flue gas
iso-kinetically. These filter measurements are used to
find totd dust load and chemical composition of the
solid fraction of the flue gas. The measuring campaign
was carried out by E2, RIS@, Vattenfall, Force and The
Department of Chemical Engineering, DTU.

M echanism for aerosol formation

Before developing a mode for aerosol formation during
biomass combustion the mechanism of the initial
nucleation leading to particle formation has been
investigated. To determine how particles are nucleated
two approaches are used. In the first approach the
aerosol is filtered from the gas phase a high
temperature (>800°C). This prevents the volatile
compounds from nucleating. The hot filtration showed

potassum sulfate condensation at temperatures where
potassium chloride was only in gas phase (see figure 4).

v B WO LEl " N (o
Figure 4. SEM micrograph of potassum sulfate
“filtered” from the gas phase in the tubular furnace. The
mean diameter of the particles on the filter is very large
compared to the typical sze range of aerosol particles
fromsimilar experiments.

However, the deposits on the filter showed particles
with diameters larger than 5 um. Since these are larger
than the aerosol particles, a growth on the filter must
take place. This can happen by either sintering of small
particles or by heterogeneous condensation. To find out
if small particles hitsthe surface and then sinter with the
existing deposits a dide to be used for quench cooling
of thefilter has been made.

By guench cooling the filters, small particles on top of
the deposits has been observed (see figure 5). These
could indicate that potassium sulfate is the nucleating
Species.

Figure 5: SEM micrograph of quench-cooled potassium
sulfate subgtrate “filtered” from the gas phase in a
experiment with sulfation of KCl. Small particles are
observed on top of the big filter cake.

Another technique developed is a "hot impactor”. In this
probe gas hits a plate with high velocity causing
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particles (if any) to be caught by impaction. Thus, if
deposits at the impaction plate are observed, the
existence of particles at high temperatures can be
proved. The first experiments with this device are just
being done at the time of writing and no results are
available yet.
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Figure 6: Experiments for investigating the aerosol
formation mechanism. To the left is shown the “hot
impactor” inserted into a tubular furnace. If particles
are present in the gas phase (at high temperatures) they
will impact on the impaction plate. To theright is shown
the hot filter with a dide that allows fast extraction of
the filter and subsequently quench-cooling of the

sample.

Modeling

Mathematical models will be used to describe the
experiments performed. The modes should account for
the kinetics of chemical reactions involving the
volatilized ash species, homogeneous nucleation,
coagulation, particle growth by condensation, and
particle transport by thermophoresis and diffusion. By
applying the modds the experimental results will be
anayzed and alternative mechanisms will be compared
and fitted to the experimental data. The modeling will
be made by Computational Fluid-particle Dynamics
using the programme package Fluent.
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